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Abstract—One of the most relevant characteristics of social
networks is community structure, in which network nodes are
joined together in densely connected groups between which there
are only sparser links. Uncovering these sparse links (i.e. inter-
community links) has a significant role in community detection
problem which has been of great importance in sociology,
biology, and computer science. In this paper, we propose a
novel approach, called CS-ComDet, to efficiently detect the
inter-community links based on a newly emerged paradigm
in sparse signal recovery, called compressive sensing. We test
our method on real-world networks of various kinds whose
community structures are already known, and illustrate that the
proposed method detects the inter-community links accurately
even with low number of measurements (i.e. when the number
of measurements is less than half of the number of existing links
in the network).

Index Terms—Compressive Sensing, Inter-Community Detec-
tion, Social Networks.

I. INTRODUCTION

Many real-world systems can be modeled as networks of
nodes interactions. A few examples of these networks are
Internet, World Wide Web, social interactions, information
systems, and biological systems. Actually, we live in a world
of networks. A network is often represented by a graph
with a set of nodes joined in pairs by links. For instance,
there is the fact that social users as nodes are, by definition,
connected to others via some relations as links (i.e., friendship,
participation in the same event, and membership in the same
group), referred as social graph. In recent years, a wide rang of
research has been done on characteristics of social networks in
various domains, from measurement of structural properties to
extraction of functional properties [1]. It has been revealed that
one of the most common properties in many real-world social
networks is community structure [2]. A network is said to have
community structure if there exist densely connected groups
of nodes, with only sparser connections between groups [3].
These sparse connections are usually called “inter-community
links”. Communities, also called clusters or modules or groups,
correspond to real social groups, similarity, or a common
function which is significant structure in the networks. A
figurative sketch of a network with its communities is shown
in Fig. 1. The communities are the groups of more intensely
interconnected nodes, while there are just small number of
connections (i.e. sparse links) between these communities.

Within the past decade, social networks (especially online
social networks) have emerged as the most popular complex

networks. For example, according to Nielsen [4], worldwide
users spend over 110 billion minutes on social media sites per
month, which accounts for 22% of all the time spent online,
surpassing even the time spent on email. Despite their attrac-
tions, extraction of useful knowledge from the network leads
to collection and analysis of network data. However, there are
two main constraints which make it difficult or impossible
to obtain direct measurement of each individual node/link in
the network: (1) Today, with the growth of technology, we are
faced with very large scale networks. For instance, Facebook
as the most popular online social networks, has attracted
more than 1.4 billion monthly active users worldwide as of
March 2015 (Source: Facebook Inc.); (2) The global structure
for many networks is initially unknown. For instance, there
are access limitations in most social services such as login
requirements, topological constraints, API query limits, and
treatment of user data as proprietary. In the analysis of social
networks, the existence of missing data is almost inevitable
because the aforementioned constraints may prevent access to
entire data of the networks. Mostly, direct measurement of
each individual node can be difficult, costly, and sometimes
impossible due to massive scale, distributed management,
and access limitation of real social networks. Therefore, an
efficient method for indirect measurement and estimation of
network internal characteristics seems to be more essential.

In this paper, we want to efficiently detect inter-community
links (the links that connect nodes of different communities) in
social networks with high community structure in an indirect
manner. In social interacting networks, these links are of
great importance and identifying them is an essential issue
in network monitoring. For example, the links that have
more participation in cascading the diffusion event of an
arbitrary type of information throughout the social graph; the
links that represent the amount of friendship relation between
communities; and the links that show the activity rate between
membership groups. According to the definition of community
structure in social networks, the inter-community links are
often sparse in the network structure such that the number
of these links are often much smaller than the set of all
links in the network. In this paper, we introduce a novel
approach to efficiently identify the inter-community links of
the social networks using compressive sensing theory. Com-
pressive Sensing (also known as Compressive Sampling or
Compressed Sensing) [5–10] is a recently emerged paradigm
in signal processing and information theory which tries to
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Fig. 1: A schematic representation of a network with community
structure. In this network, there are three communities of densely
connected groups of nodes (enclosed by the dashed circles), with
only sparse connections between groups.

recover sparse signals from small number of non-adaptive
measurements or incomplete observations. Its main goal is
to sample and compress sparse signals, simultaneously. The
fundamental idea behind compressive sensing (CS) is that in
an appropriate lower dimensional representation (e.g. sparse
vector, low-rank matrix, etc.), the under-sampled data of a
signal have all the information needed about that signal [9].

The developments in compressive sensing started with the
seminal works in [5] and [8]. The authors noted that the
combination of ℓ1-minimization and random matrices can lead
to efficient recovery of sparse vectors and also has strong
potential to be used in many applications. For the last couple of
years, CS has been considered in signal processing, but its role
in network applications is still in its early stages due to some
challenging issues. One of the most restrictive challenges is the
construction of feasible measurement matrix. Many existing
results for designing measurement matrices depend critically
on assumptions that do not hold for network applications. For
example, in networks, a measurement matrix is in a more
limiting class taking only non-negative integers, while random
Gaussian measurement matrices are usually used in current CS
literature. More significantly in networks, measurements are
restricted by network topological constraints which is again
absent in existing CS research. In other words, for every
measurement, only links that induce a path or connected sub-
graph can be aggregated together in the same measurement. As
a result, compressive sensing for network applications is quite
different from other CS problems, although it is interesting
in its own right because we can represent many real-world
systems by their graphs/networks.

There have just been a few recent works that consider
network topological constraints in order to design a feasible
measurement matrix with non-negative integer entries over
networks (graphs) using compressive sensing [11–17]. To the
best of our knowledge, there is no previous work on inter-
community detection in social networks using compressive
sensing. Our motivation for using CS is that it can provide a

concrete mathematical framework for sparse recovery problem
in networks and a sparse signal can be recovered from a
relatively small number of measurements or incomplete obser-
vations. In social networks, the existing sparsity in the network
structure (e.g. the number of inter-community links are much
smaller than the set of all links) helps to make this technique
more applicable.

As a beneficial application to our approach, a simple way
for community detection in a graph is to detect the inter-
community links and remove them, so that the communities
get disconnected from each other [3]. In addition to com-
munity detection, our method has potential applications in
predicting or recommending social connections for a user as
well as in understanding global diffusion of information. The
rest of this paper is organized as follows. First, we introduce
some preliminaries such as basic notations, problem statement,
and problem formulation. Then, we propose our novel ap-
proach for inter-community detection in social networks using
compressive sensing. Finally, we experimentally evaluate the
performance of the proposed method via simulation results.

II. PRELIMINARIES

A. Basic Notations and Definitions

We consider a social Network, expressed by an undirected
static graph G = (V,E), where V = {v1, v2, ..., vn} denotes
the set of nodes (vertices) with cardinality |V | = n, and E =
{e1, e2, ..., eN} is the set of unweighted links (edges) with
cardinality |E| = N . Let Adj be the adjacency matrix of G,
where Adj(u, v) = 1 if and only if there exist a link between
u and v, otherwise Adj(u, v) = 0. For a node v ∈ V , we
denote its degree by deg(v) and the list of its neighbors by
Nbr(v) ⊂ V . A graph G can be weighted. W (u, v) denotes
the weight of link (u, v) ∈ E, and the weight of node u ∈ V
is given by:

W (u) = s(u) =
∑

v∈Nbr(u)

W (u, v), (1)

and W (G) = [W (u, v)]N is the vector of weights of links
in graph G. One of the most significant measure for actual
weights in a weighted network is obtained by considering the
node strength s(u) which is defined in Eq. (1).

B. Problem Statement and Importance

Community is a group of densely connected nodes in which
there are more links between nodes within the community
(intra-community links) and only sparser links between com-
munities (inter-community links) [18]. Nodes in the same
community probably share a common properties and/or play
similar roles throughout the network. Communities happen
in many networked systems such as social, biological, infor-
mation, and technological systems. For example, (1) Society
often has a wide range of possible community organization
like families, working, friendship, towns, nations. Social com-
munities have been studied for a long time [19]. (2) In protein-
protein interacting networks, a group of proteins is organized
as a community to have the same specific function within the
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cell [20]. (3) The group of pages in World Wide Web with the
same or related topics corresponds to a community [21]. (4)
The diffusion of Internet also leads to the creation of online
virtual communities. Therefore, our proposed method may
have potential applications in many networks besides social
networks.

Communities can have concrete applications. Web clients
can partitioned into the different communities based on their
interests similarity and geographically near to each other. In
order to improve the performance of provided services on
the World Wide Web, each community of clients could be
served by a dedicated mirror server [22]. In the network of
purchase relationships between customers and online retailers
products (i.e., www.amazon.com), detecting the community
of customers with similar interests helps to set up an efficient
recommendation system [23]. In order to efficiently store the
graph of big data and handle navigational queries, clustering
large graphs can be used to create proper data structures [24].

Detecting communities and their boundaries in networks is
an essential task to understand the structure, function, and
evolution in various areas for complex networks specifically
social networks. As stated in [3], inter-community links which
connect boundary nodes of different communities, play an im-
portant role in mediation, relationship, and exchanges between
communities. Moreover, a simple way to identify and separate
communities in a graph is to detect inter-community links and
remove them [25]. As a consequence, proposing an efficient
algorithm for detection of inter-community links in a network
is an essential task with a wide range of applications.

According to the definition of community structure in the
social networks, inter-community links are sparse in the sense
that number of these links are much smaller than those inside
the communities. Our main goal in this paper is to propose an
efficient sparse recovery method based on compressive sensing
framework for accurately detecting the inter-community links
in social networks. We, for the first time, consider the com-
munity structure of the networks for the proposed approach in
the context of compressive sensing.

C. Model and Problem Formulation

Consider the graph G = (V,E). Suppose every link i has
a real value xi, and vector x = (xi, i = 1, 2, ..., |E|) is
associated with E(G). ℓp-norm of vector x defines as the
following [8],

∥x∥p = (
n∑

i=1

|x|p)1/p. (2)

Note that for p = 0, ∥x∥0 is the number of non-zero elements
in x; for p = 1, ∥x∥1 is the summation of the absolute values
of elements in x; for p = 2, ∥x∥2 is the usual Euclidean norm;
and for p = ∞, ∥x∥∞ is the maximum of the absolute values
in x. x is a k-sparse link vector if ∥x∥0 = k, namely x has
only k non-zero elements. In other words, the sparsity of the
signal x is k. For example, inter-community links have sparsity
property in the social networks, so that the number of these
links are much smaller than all links in the network.
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Fig. 2: An example network with three measurements

Let x ∈ RN be a non-negative vector whose p-th entry is
the value over link p, and y ∈ Rm denotes the vector of m
measurements whose q-th entry represents the total values of
links in a connected sub-graph over the network. Let A be an
m×N measurement matrix with its i-th row corresponds to
the i-th measurement. Aij = 1 (i = 1, ...,m, j = 1, ..., N)
if and only if the i-th measurement includes link j and zero
otherwise. For example, for a network with |V | = 5 nodes,
|E| = 8 links and m = 3 path measurements in Fig. 2, the
measurement matrix A is:

A =


e1 e2 e3 e4 e5 e6 e7 e8

m1:v4 v3 1 0 0 0 1 1 0 0
m2:v1 v2 0 0 0 0 0 0 1 1
m3:v1 v4 0 1 1 1 0 0 0 0


In the compact form, we can write the linear system as

ym×1 = Am×N xN×1, (3)

where m ≪ N . In sparse recovery, specially compressive
sensing, the set of sparse solutions to this system are of
interest. Thus, we need to add a constraint to limit the solution
space. Now, the main question is how to estimate the link
vector x from the path measurement y in the case of an under-
determined system (m ≪ N). This is still possible if we add a
constraint that the vectors x are sufficiently sparse (e.g., inter-
community links are often much smaller than all links), which
is often a reasonable assumption in networks (k ≪ N ).

In the theory of compressive sensing, it is stated that the
sparsest solution can be obtained by solving the following
optimization problem [5; 8]:

min
x

∥x∥0 subject to y = Ax. (4)

It is known that solving Eq. (4) is NP-hard. Fortunately, it
was shown that one can replace the ℓ0-norm by ℓ1-norm, and
formulate the following problem instead [5; 8]:

min
x

∥x∥1 subject to y = Ax. (5)

With the combination of least squares and Eq. (5), we can
change the objective function to have a possible solution
for solving the linear system, even in presence of noise or
truncated values in the matrix A and vector y, by:

min
x

∥x∥1 + ∥Ax− y∥22. (6)



This formulation is also known as LASSO [26; 27]. Consider
that we have m measurements over the network. We, in this
paper, would like to identify inter-community links from these
measurements, with the knowledge that these links are sparse
in social networks. It is important that sparse recovery over
networks using compressive sensing has a closely related field
called graph constrained group testing [28–30]. Note that
compressive sensing can perform better than group testing
based on the required number of measurements, as it is stated
in [16]. Hence, we have used compressive sensing throughout
this paper. In addition, CS may abstractly model complex
systems even when the measurements from certain elements
are not available. Therefore, our approach can be potentially
used in other applications besides social networks.

III. PROPOSED METHOD

In this section, we propose a Compressive Sensing approach
for inter-Community Detection (called CS-ComDet) in social
networks. In this approach, we construct a feasible measure-
ment matrix A to infer social networks and identify the inter-
community links inside a network via indirect measurements.
The constructed measurement matrix A from CS-ComDet
should satisfy the condition of sparse recovery with network
topological constraints, in which every measurement with non-
negative integer entries has to be feasible in the sense that the
links of the same measurement should correspond to a path
or connected sub-graph.

The pseudo code of proposed method is shown in Algorithm
1. In this method, every row of the measurement matrix A is
constructed from a measurement based on the CS-ComDet
approach. As clearly depicted in Algorithm 1, this algorithm
generally includes 7 steps:

(i) Links weight W (u, v) are calculated for all the links
(u, v) ∈ E in the graph G in a distributed fashion
by letting each node-pair locally computes the local
clustering coefficient using nodes degree and the degree
of their neighbors, in lines (7)-(10).

(ii) A first node is selected relative to Pfirst(v) which is
calculated for all the nodes v ∈ V in the graph G, in
lines (12)-(15).

(iii) The transition matrix is constructed based on the tran-
sition probabilities Ptrans in lines (18)-(21), such that
Ptrans(v, u) is the probability of moving from node v to
node u.

(iv) The next node is selected under two different options
proportional to the nodes probabilities in lines (17)-(28).
Then, the traversed link removes.

(v) The update function is called in line (29) and performed
according to the Algorithm 2.

(vi) The steps (iii), (iv), and (v) are fulfilled ‘s’ times which
is the length of a measurement, to generate a new row
for the matrix A in lines (16)-(31).

(vii) All the previous steps are repeated ‘m’ times to construct
a feasible measurement matrix with ‘m’ measurements in
lines (11)-(33).

Algorithm 1 The Proposed Algorithm: CS-ComDet

Input: G(V,E),m, s
1: G(V,E): Graph of the network
2: m: number of measurements
3: s: number of measurement steps
4: W = NULL /*Initializing Weight Matrix*/
5: A = NULL /*Initializing Measurement Matrix*/
6: Ptrans = NULL /*Initializing Transition Matrix*/

———— /*Calculating Weights*/ ————
7: Foreach (u, v) ∈ E do
8: T (u, v) = Number of triangles with (u, v)
9: W (u, v) = T (u,v)+1

min[(deg(u)−1), (deg(v)−1)]

10: end for

———— /*Constructing ‘m’ measurements*/ ————
11: for i = 1 → m do
12: Foreach v ∈ V do /*First Node Selection*/
13: Pfirst(v) =

1
|V |−1

(
1− W (v)∑

v∈V W (v)

)
14: end for
15: vc = Select first node relative to Pfirst

—– /*Performing measurements with step size ‘s’ */ —–
16: for j = 1 → s do
17: if ∃ u ∈ Nbr(vc) then /*Next Node Selection*/
18: Foreach u ∈ Nbr(vc) do
19: Scoreu = W (vc)

W (vc,u) × min(1,
W (vc)
W (u)

)

20: Ptrans(vc, u) =
Scoreu∑
u Scoreu

21: end for
22: vnext = Select next node relative to Ptrans(vc, u)
23: Remove the link between vc and vnext

24: Nbr(vc) = Nbr(vc)− {vnext}
25: Nbr(vnext) = Nbr(vnext)− {vc}
26: else
27: vnext = Trace back to the previous node
28: end if
29: CALL update(Ptrans,W, vc, vnext)
30: vc = vnext

31: end for
32: Add the measurement to the matrix A as a new row
33: end for

Output: measurement matrix A

As we want to recover the inter-community links as a sparse
property in social networks, we try to traverse these links more
than intra-community links in the constructed measurement
by CS-ComDet algorithm. To achieve this, every node-pair
locally computes a weight for the link connecting them based
on the edge clustering coefficient [18]. It is in analogy with the
usual node clustering coefficient, as the number of triangles
to which a given edge belongs, divided by the number of
triangles that might potentially include it, given the degrees
of the adjacent nodes. More formally, for the link (u, v) ∈ E,
the edge clustering coefficient is [18]

C(u, v) =
T (u, v) + 1

min [(deg(u)− 1), (deg(v)− 1)]
(7)

where T (u, v) is the number of triangles built on that link
and min [(deg(u)− 1), (deg(v)− 1)] is the maximal possible
number of them. The main idea behind this criterion is that
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Algorithm 2 update(Ptrans,W, vc, vnext)
Input: W, Ptrans, vc, vnext

1: W : Weight Matrix
2: Ptrans: Transition Matrix
3: vc: Current node
4: vnext: Next node

5: Ptrans(vc, vnext) = 0

6: Foreach u ∈ Nbr(vc) do
7: Recalculate Ptrans(vc, u)
8: Recalculate Ptrans(u, vc)
9: end for

10: Foreach u ∈ Nbr(vnext) do
11: Recalculate Ptrans(vnext, u)
12: Recalculate Ptrans(u, vnext)
13: end for

Output: Ptrans

the links connecting nodes in different communities (inter-
community links) are included in few or no triangles and
tend to have small values for this coefficient. On the other
hand, many triangles exist within communities. Therefore
in step (i), we want each node-pair computes the weight
W (u, v) = C(u, v) for every link (u, v) ∈ E, and conduct the
measurements based on the CS-ComDet method to visit inter-
community links more with higher probability. In the sense
that the inter-community links mostly tend to present a small
value for the edge clustering coefficient that locally calculated
for all links of the network.

In CS-ComDet approach, to efficiently recover sparse link
vector, the maximum element in the measurement matrix
A is upper bounded by 2. Therefore, in order to construct
each measurement of A, three situations for a link in the
network G may be happened: (1) A link is not selected by
that measurement, (2) it is visited once by that measurement
and then removed (never visited again by that measurement),
and (3) it is visited once and if there needs back tracking to the
previous node, it is visited for the second time. Note that after
a link removal, we need to update the transition matrix, So the
update function calls in step (v). As shown in Algorithm 2,
after removing the link (vc, vnext) ∈ E, we recalculate the
transition probabilities for vc, vnext, and all their neighbors.
We expect to have a more accurate method by this update
function.

In the proposed method, we can avoid biasedness towards
high-weighted links by selecting a “good start” node for every
m measurements, and also assigning proper probabilities to the
neighbors of nodes for selecting the best next node, according
to steps (ii), (iii), and (iv). For every measurements, we first
select a good start node proportional to the probabilities Pfirst,
and then select the next node relative to the probabilities
Ptrans. The next node is chosen s times which is the length
of a measurement, in step (vi). To calculate the transition
probability, there are two steps: Scoring and Normalization,
in step (iii). Because of link removal, it is possible that a
node do not have any neighbor to select as a next node, thus,

in this case we track back to the previous visited node, shown
in line (27).

Overall, we construct a feasible measurement matrix with
non-negative integer entries by using m measurements with
the step size of s based on the CS-ComDet method, as
stated in steps (vi) and (vii). In the proposed approach,
each measurement go through a connected path which evi-
dences feasibility of the measurement matrix A. Therefore,
for detecting the inter-community links, our method satisfies
sparse recovery with network topological constraints. After
generation of measurement matrix A via the CS-ComDet
method and adding the accumulative sum of values of the
visited links to the vector y for each measurement, we form
the linear system of ym×1 = Am×N xN×1 and find the sparse
solution for this system using Eq. (6).

Therefore, construction of measurement matrix A based
on the CS-ComDet seems to be efficient for investigating
social networks and identifying inter-community links. We
severely offer the CS-ComDet approach for analysing complex
networks, such as social interactions, biological networks, and
technological networks. We will experimentally evaluate the
performance of our approach with extensive simulations on
various networks in the next section.

IV. EXPERIMENTAL EVALUATION

In this section, we evaluate the performance of the CS-
ComDet method under various configurations. First, we in-
troduce the real datasets we use for the evaluation. Next, we
explain settings of the tests. Finally, the achieved results and
their analysis are shown.

A. Datasets
To study performance of the proposed method, we con-

sider some well-known real-world social networks as test
data: (1) Zachary’s Karate Club [31], (2) American College
Football [32], (3) Jazz Musicians Network [33], (4) Dolphin
Social Network [34], (5) Les Miserables - Coappearance
Network [35], (6) Books about US Politics [36], (7) Infec-
tious SocioPatterns [37], (8) Primary School - Cumulative
Network [37]. We also consider a well-known real-world tech-
nological network to generalize our method in other complex
networks: (9) The network of 500 busiest commercial airports
in the United States (USTop500) [38]. Table I summarizes the
details of these networks.

TABLE I: The details of real-world networks. From left to right:
name of the network, the number of links (|E|) and nodes (|V |),
density of the network (D), the average degree (< deg >), the
number of communities (Nc), and modularity of the network (ϕ).

Networks |E| |V | D < deg > Nc ϕ
Karate 78 34 0.139 4.588 4 0.405
Dolphin 159 62 0.084 5.129 4 0.521
LesMis 254 77 0.087 6.597 6 0.565
Books 441 105 0.081 8.4 4 0.526
Football 613 115 0.094 10.661 9 0.601
Infectious 1781 332 0.032 10.729 27 0.83
Jazz 2742 198 0.141 27.697 4 0.444
USTop500 2980 500 0.024 11.92 11 0.282
School 5539 238 0.196 46.546 5 0.395
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(a) Dolphin (Improvement = 36.54%)
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(b) Football (Improvement = 60.14%)
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(h) LesMis (Improvement = 59.76%)
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Fig. 3: Experiment 1: Recovery error for measurements of length |E|
5

with Sparsity |E|
10

B. settings

In each of the test cases for the real-world datasets, we
generated 10 set of measurements. For each network and
each set of measurements, we performed the experiments. The
denoted points in the figures, represent the median value of the
tests for all sets. For recovery error, we consider the relative
error, specifically ∥x−x′∥2

∥x∥2
, where x and x′ are the original

and predicted vectors, respectively. For the optimization step,
we use SPAMS package on MATLAB [39]. We choose the
LASSO model [26], [27] for the minimization that is explained
in section II-C. In all of the test cases, we compare our CS-
ComDet method with the work in [17] which we call RW
in short. This work is one of the state-of-the-art methods
for sparse recovery in networks which uses random walk to
construct a feasible measurement matrix.

C. Evaluation Results

Experiment 1 (Effectiveness of Number of Measure-
ments): Fig. 3 shows the performance evaluation of our
method in comparison with the RW method, in terms of
recovery error for different number of measurements. We set
the sparsity (the number of non-zero elements) of the unknown
vector to 10% of the number of links in each network. The
length of each measurement in this test is |E|

5 . Each point in
the horizontal axis is proportional to the number of required
measurements divided by the number of all links.

As it is shown, in all test cases, our CS-ComDet approach
outperforms RW in terms of having lower recovery error
for all number of measurements. In addition, our method
gets lower error even in small number of measurements (i.e.
when the number of measurements is less than half of the
number of existing links in the network) compared to RW. This
improvement can be very important in the situations where
performing measurements has a high cost and the goal is to
do an acceptable recovery on a reasonable cost.

The reason for the better results in recovery can be explored
in many ways. First, in our approach we avoid traversing
links repeatedly more than twice by the cases defined in the
Algorithm 1. This leads to coverage of a greater part of the
network, comparing to RW in which no particular measure
is explicitly taken to avoid this issue. Second, an efficient
neighbor selection method in the CS-ComDet measurements
on the network, leads to have a fair coverage of all links.
Hence, in our method, we cover more links and the end-to-
end measurements will include more non-zero values in each
measurement. Third, after each transition we call the update
function, shown in Algorithm 2, to consider all changes and
have a more accurate solution. Overall, we see around 56%
improvement in average on all networks.

Experiment 2 (Effectiveness of Sparsity Percentage):
In this experiment for all networks and for each percentage
of recovery, we ran a set of measurements containing |E|

5
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Fig. 4: Experiment 2: Sparsity effect for |E|
5

measurements of length |E|
5

measurements of length |E|
5 . Fig. 4 shows the performance

comparison for different sparsity in the unknown vector. It
can be observed that even on high sparsity, we have the
lower recovery error by our method. As it is shown, the CS-
ComDet approach outperforms the RW method by around 44%
improvement in average on all networks. The reasons for this
improvement are the same as experiment 1: (1) The efficient
neighbor selection method, (2) More coverage of the network,
(3) Restricting the measurements by walking on the links no
more than twice, and (4) Updating the transition matrix for
each step of measurements via Algorithm 2.
As the final result, it can be seen that the CS-ComDet fulfils
the requirements that we mentioned for a compressive sensing
approach over social networks. Therefore, the CS-ComDet
approach is an accurate solution to efficiently recover any
k-sparse link vectors especially for identifying top-k inter-
community links.

Experiment 3 (Visualizing Accuracy of The Method): As
clearly depicted in Fig. 5, the detected links based on the pro-
posed CS-ComDet method seems to be the inter-community
links that accurately connect nodes of different communities
in two different networks. According to the definition of
community structure, there exist densely connected groups
of nodes with only sparser connections (i.e. inter-community
links) between groups. We only consider two networks for
this experiment because of space limitation. Identifying these

links are important and have several essential applications such
as community detection, understanding global diffusion of
information, predicting and recommending social connections
for a user, measuring amount of friendship relation between
communities, measuring activity rate between membership
groups, and so on.

V. CONCLUSION

To the best of our knowledge, this is the first work that
consider the community structure of the social networks in the
context of compressive sensing which is an efficient tool for
sparse recovery problem. A network is said to have community
structure if there exist subsets of nodes within which node-to-
node connections are dense, but between which connections
are sparse. These sparse links are named inter-community
links which are the sparse specification of link vectors in the
networks. In this paper, we introduced a novel approach, called
CS-ComDet, for the problem of recovering inter-community
links in social networks. We used this method in the context
of compressive sensing to construct a feasible measurement
matrix under network topological constraints. We empirically
evaluated the performance of our proposed method on several
real-world networks in various aspects. Simulation results
indicated that this approach can be employed to efficiently
detect inter-community links accurately even on low number
of measurements.
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(a) Books (b) Karate

Fig. 5: Inter-community links detected by CS-ComDet method (denoted by bold lines) in two different datasets
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