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Efficient Contention Window Control with 
Two-Element Array 
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Abstract—in wireless networks, the sharing channel has limited communication bandwidth. So designing efficient Medium 
Access Control (MAC) protocol with high performances is a major focus in distributed contention-based MAC protocol research. 
IEEE 802.11 MAC protocol is the most famous standard in this area. But, this standard has a problem with adopting its backoff 
range based on channel status. It causes some problems in throughput and fairness in a real situation. In this paper, we 
propose a simple algorithm that maximizes the throughput and fairness among competing nodes. We have divided nodes into 
four section of our backoff range. Numerical results show improvement in all performances except end to end delay. 

Index Terms—Backoff Algorithm, Contention Window, IEEE 802.11 DCF, Mobile Ad-Hoc Network, MAC layer 

——————————      —————————— 

1 INTRODUCTION

He rapid development in wireless communication 
and the growth of mobile communication and com-
puting devices like cell phones, PDAs or laptops 

cause Mobile Ad-Hoc Networks (MANETs) as an impor-
tant part of future ubiquitous communication. MANETs 
are the important part of mobile communications because 
they are infrastructure-less, low cost and quick deployed. 
This technology is useful for ubiquitous environment in 
offices, hospitals, campuses, airports, factories and battle-
field communications. 

In wireless networks, the channel is shared among 
network’s nodes. A node should compete with other 
nodes that have packet in their buffers to transmit. Be-
cause of that, Medium Access Control (MAC) plays an 
important role in controlling channel access among 
nodes. Study group 802.11 was formed and introduced 
IEEE 802.11 standard. This standard provides detailed 
MAC and Physical layer (PHY) specification for wireless 
LANs. The MAC incorporates two different medium 
access methods: the compulsory Distributed Coordina-
tion Function (DCF) and the mandatory Point Coordina-
tion Function (PCF). 802.11 can operate both in DCF 
mode and PCF mode. Every 802.11 node should imple-
ment DCF mode, which is contention-based method and 
supports asynchronous data transfer on a best effort ba-
sis. On the other hand, the implementation of PCF is not 
mandatory in IEEE 802.11. [1] 

The DCF in IEEE 802.11 is based on a Carrier Sense 
Multiple Access with Collision Avoidance (CSMA/CA) 
technique, which uses a combination of the CSMA and 
MACA schemes. In CSMA-based schemes, sender first 
senses the channel to check whether it is idle or busy. If 

they found channel idle, transmit their own packets. On 
the other hand, other nodes that could not transmit their 
packets should defer their own transmissions when the 
medium is busy. IEEE 802.11 DCF uses this routine to 
prevent a collision with other competing nodes.Although, 
collision occurs at receiving nodes. There are two known 
problems in wireless networks: hidden node problem and 
exposed node problem. [2] 

As illustrated in Fig. 1, node C wants to transmit to 
node D but mistakenly thinks that this will interfere with 
B’s transmission to A, so C refrains from transmitting. 
This problem is referred to “exposed node problem” 
leads to loss in efficiency. 

A more serious problem is known as the hidden node 
problem. Assume that node A is sending data to node B. a 
terminal C is “hidden” when it is far away from the data 
source A but it is close to the destination B. without the 
ability to detect the ongoing data transmission, C will 
cause a collision at B if C starts transmitting a packet. Fig. 
2 shows this problem. MAC schemes are designed to 
overcome these problems. 

For preventing these problems IEEE 802.11 DCF uses a 
method to reserve the medium that other neighboring 
nodes can distinguish the transmission. IEEE 802.11 uses 

Request-To-Send (RTS) / Clear-To-Send (CTS) mechan-
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Fig. 1. Hidden node problem 
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ism for this reason. The IEEE 802.11 protocol uses the 
RTS-CTS-DATA-ACK sequence for its communication. 

In addition to physical carrier sensing, it also use other 
carrier sensing to notify neighbors about data transmis-
sion. It is called virtual carrier sensing. This implemented 
in the form of a Network Allocation Vector (NAV) which 
is maintained by every node. The NAV indicates the 
amount of time that must elapse until the current trans-
mission is complete and the medium can be checked 
again for idle status. 

The IEEE 802.11 DCF controls priority access to the 
channel with different time intervals between the trans-
missions of frames that known as an Inter Frame Space 
(IFS) time intervals. 

This standard determines three kinds of these inter-
vals. It names shortest one as a Short IFS (SIFS) that has 
the highest priority access to the channel and is used for 
control packets. Secondly, DCF-IFS (DIFS) is another time 
interval that is used in the basic access method in IEEE 
802.11 DCF. The other time interval is PCF-IFS (PIFS) that 
IEEE 802.11 uses it for polling in PCF mode. Finally, Ex-
tended Inter Frame Space (EIFS) interval has the lowest 
priority access. After an erroneous frame is detected, a 
node must remain idle for at least an EIFS interval. Fig. 3 
shows different IFS time intervals. [3] 

According to DCF, before a node initiates a transmis-
sion, it senses the channel to found that another node is 
transmitting or not. If the medium is sensed to be idle for 
longer than DIFS, the node continues with its transmis-
sion. A node should use Binary Exponential Backoff 
(BEB) algorithm. The BEB algorithm uniformly selects the 
backoff time in the interval (0, CW). First of all, DCF sets 
CW with predefined value CWmin that is very affected 
on total throughput. 

In other times, it is doubled with transmission failure 
up to another predefined value CWmax. When a node 
distinguishes several failures and reaches to CWmax, it 
keeps its value. If a node catches a channel before sending 
data packet, it should send RTS to notify receiver about 
data transmission and by receiving a CTS packet, it can 
start data packet transmission. Transmitter must wait 

SIFS time interval after receiving the CTS packet then be-
gins to send its own data packets. 

IEEE 802.11 DCF rapidly decreases the CW value to 
CWmin with sudden successful transmission. Unfortu-
nately, it reduces the performance. When the backoff ti-
mer decreased by one the node checks the channel. When 
the channel is sensed busy, the backoff controller pauses 
the timer and it is resumed when the channel sensed idle 
again for more than DIFS. Fig. 4 shows 802.11 DCF com-
pletely. 

Each node has one antenna and when it sends data 
packet, it cannot listen to the medium. After sending data 
packet, transmitter should wait and listen to the channel 
to receive a Positive Acknowledgement (ACK) from the 
receiver. Receiving successful ACK packet means the re-
ceiver received the data packet successfully. After receiv-
ing correct data packet by receiver, the receiver waits for 
SIFS time then transmit an ACK packet to the transmitter. 

If the transmitter receives the ACK packet correctly 
then the CW value set to its initiate value and drops the 
data packet. Fig. 4 shows the IEEE 802.11 DCF mechan-
ism. Otherwise sender distinguish a collision, it increases 
the CW value for next competition or drops the packet if 
its attempts to retransmission reach predefined value. 
(Transmission attempt limit) 

2 RELATED WORKS 

The BEB algorithm is widely used in MAC layer protocols 
because of its simplicity. In this scheme, each node in or‐
der to a collision doubles its CW value up to the CWmax 
and sets CW value to its initial after a successful transmis‐
sion: 

CW  min (2*CW, CWmax) upon collision     (1) 
CW  CWmin                        upon success     (2) 
As we have pointed out, the BEB scheme has problem 

when network size is large because it suddenly sets the 
CW value to CWmin upon a successful transmission. 

To the best of our knowledge, numerous papers have 
been conducted on improving the performance of IEEE 
802.11 DCF by modifying the BEB algorithm. Because of a 
vital problem in decreasing the CW value based on the 
successful transmission, many of researches in this field 
focus on introducing new mechanism instead of original 
one in BEB algorithm. Based on our research we can cate-
gorize these methods into four groups. 

First group chooses the static scale for decreasing the 
CW value upon a successful transmission. Important fac-
tor of this group is the lowest overhead. These methods 
can be implemented with a bit modification in IEEE 
802.11. But they do not pay attention to the network load. 

 

Fig. 3. Inter Frame Space time intervals.  

 

Fig. 2. Exposed node problem  

 

Fig. 4. IEEE 802.11 DCF mechanism  
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This group involved methods such as MILD [4], DIDD 
[5]-[7], EIED [8, 9] and [10, 11]. 

The Multiplicative Increase the Linear Decrease 
(MILD) algorithm was introduced to eliminate this prob-
lem in the BEB scheme. MILD scheme increases the CW 
value by multiplying by 1.5 and decreases the CW by one 
unit. 

CW  min (1.5*CW, CWmax) upon collision    (3) 
CW  CWpacket upon overhearing                  (4) 

successful packets 
CW  max (CW-1, CWmin)    upon success      (5) 
This algorithm is conservative, as a result, it has low 

throughput when network load is small. But it has better 
performances than BEB algorithm when the network load 
becomes large. 

DIDD is other method in this group that has better 
performances in high network load the same as BEB be-
cause it reduces the CW value multiplicatively upon a 
success. 

CW  min (CW*2, CWmax) upon a collision    (6) 
CW  max (CW/2, CWmin) upon a success     (7) 
Group two introduced analytical models to evaluate 

the performance of IEEE 802.11. Methods of this group 
proposed mechanisms to tune the contention window 
size based on the estimated number of nodes by observ-
ing the channel status. It is clear that these methods bring 
high overhead because of their complex computations 
which are not acceptable in mobile communications. 

For example, [12]-[18] are involved in this group. In 
such cases, estimation of the number of nodes (or active 
nodes) is the main point for adapting CW value with 
network load. 

Up to now in most of cases, methods only change the 
upper bound of CW range but methods that are gathered 
in third group modify both upper and lower bounds of 
the backoff range. In addition, in these algorithms backoff 
range is divided into several small ranges. [19, 20] are 
involved in this group.  

For example in DCWA [19] the CW range divided into 
ranges that the length of sub ranges is based on network 
status. 

CWlb (n) = CWub (n-1)             (8) 
CWub (n) = CWub (n-1) + size  (9) 
Size = 32*n                                 (10) 
N is contention stage. 
Last group contains algorithms that have planned to 

modify the CW value for any node that overhearing a 
collision such as FCR [21] and LMILD [22].  

3 PROPOSED ALGORITHM 

The IEEE 802.11 DCF changes the CW value to obtain a 
better value in order to decrease the collision possibility. 
To reach this goal, IEEE 802.11 increases the CW value 
upon a collision. Because collision occurance means that 
the network load is high and it should wait much more 
time. When 802.11 increases the backoff range, the colli-
sion possibility comes down and it causes better perfor-
mances. 

But, the main problem of IEEE 802.11 is the way that 
used for decreasing the CW value after a successful 
transmission. After each successful transmission, the CW 
value will reset to the initial value (CWmin) regardless 
the history of network condition or number of active 
nodes. When the number of contending nodes increases 
the network performances decreases significantly because 
of sudden reduction of contention window. As a result, 
we need a smooth decrease and adapted to network con-
dition. 

Fairness problem is another IEEE 802.11 problem. Be-
cause after a successful transmission it reset the CW value 
to CWmin but other nodes increases their CW values. In 
next competition the node that had a successful transmis-
sion has more opportunity to access to the channel again. 

To tackle these issues, we propose a new mechanism. 
In our new mechanism we used a two-element array for 
saving network condition and we changed the upper and 
lower bounds of the backoff range in contrast to IEEE 
802.11 DCF that only changes upper bound. 

In another, we increase the backoff range when a node 
had two successful transmissions. With this action, we 
prepare the channel for other nodes to access to the chan-
nel. 

3.1 Channel State Vector 
In this study, we check the channel condition regularly 
and store the result to a vector. This vector was called CS 
(Channel Status). The CS vector plays an important role 
in our method because this vector shows the network 
condition. 
We used is_idle ( ) function that is the original function in 
IEEE 802.11 DCF. If is_idle ( ) function becomes zero it 
means that the channel is busy and when it becomes one 
it means that the channel is free. When is_idle ( ) function 
produces a new value, we shifted array values. It causes 
the oldest one in the CS array is removed and the new 
one is stored in the array. 
Length selection of the CS array is a challenging decision 
because if we choose longer array it has more overhead 
and if we choose smaller one it cannot show the network 
condition obviously. Based on simulation experiences, we 
found that two-element array can work well. 

3.1 Changing the Backoff Range 
In our scheme CWlb and CWub are lower and upper 

bounds of backoff range and we choose 0 and CWmin for 
these variables at starting status. Also, CS array is initia-
lized with 11. 

After each transmission trial, the backoff range is up-
dated following table 1, respectively. Backoff ranges are 
dedicated and it causes reduction in collision possibility. 

The node checks the is_idle ( ) function when it has 
new packet for transmission and stores it in a CS array. 
But the backoff range changes based on previous status 
that has stored in array. It leads to better performance 
because previous statuses are more reliable than current 
status. 
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Last aspect of this algorithm is that we increase the 
backoff range when a node had two successful transmis-
sions in the past. It causes better fairness because other 
competing nodes found opportunity to access the me-
dium. 

4 SIMULATION RESULTS 
4.1 Simulation Model 
In this section, we study the performance of our new al-
gorithm in comparison with IEEE 802.11 DCF by using 
NS-2 (version 2.28). [23] 

Our simulation are based on a 1000 by 1000 meter flat 
space and 50 wireless nodes. Simulation time was set to 
600 seconds. The size of data payload is 512 bytes and 
each node generates data packet at the rate of 4 packets 
per second. The propagation range for each node is 250 
meters and channel capacity is 2 Mb/s. 

We utilize random waypoint model as the mobility 
model. The minimum speed for the simulation is 0 m/s 
while the maximum speed is 20 m/s. pause time is se-
lected 50 seconds. 

4.2 Evaluating Metrics 
Packet Delivery Ratio: the Packet Delivery Ratio (PDR) 
which represents the ratio between the number of packets 
originated by the application layer source and the packets 
received by the final destination. 
Average End to End Delay: the average end to end delay 
which calculates the average time required to receive the 
packet. 
Average Throughput: the average throughput which is 
the amount of data successfully received in a given time 
period that it is measured in kilo bits per second (Kbps). 
Fairness Index: we use Jain’s fairness index to evaluate 
the fairness among the flows. For a given set of flows of 
throughput (b1, b2, b3,……, bn), the fairness index is de-
fined in equation(x). 
    (∑bi)2/n*(∑bi2)                              (11) 

Where n stands for number of nodes which are partic-
ipating in sending the data packets in the network and bi 
for the throughput of the ith node. Fairness index is al-
ways between 0 and 1. A lower value implies poorer far-
ness. If the throughputs achieved by all the senders are 
same, then the farness is 1. 

4.3 Simulation Results 
In what follow, the performances of the proposed scheme 

and IEEE 802.11 DCF are compared based on simulations. 
Fig. 5 shows the Average End to End Delay in IEEE 
802.11 DCF and the new algorithm, when the number of 
connections is increased from 10 up to 40. 

As an illustrated in Fig. 5 we can see that there is re-
duction about 3.49% in End to End Delay before the 
number of connections reach to 24. But the proposed 
scheme provides a better delay in high network load es-
pecially when the number of connections is 30. 

Fig. 6 depicts the Network Overhead Load. As shown 
in the Figure, it has been greatly increased with network 
load increase. The network overhead load gets into satu-
ration status when the number of connections becomes 
35. It means that the IEEE 802.11 has reached the maxi-
mum of network overhead load and cannot handle more 
overhead. The Network Overhead Load improvement 
can be as much as 41.85%. 

Fig. 7 shows the packet delivery ratio as the number of 
connections increases. As shown in the figure, the packet 
delivery ratio improvement can be as much as 14.77%. It 
happens because of dividing competing nodes in four 
levels and using the array to saving the history of net-
work condition. With these modifications the collision 
possibility goes down. 

Fig. 8 depicts the throughput. As we expected, the 
proposed scheme obviously outperforms the IEEE 802.11 
DCF in all cases. The average throughput improvement 
can be as much as 14.51%. 

Fig. 9 shows the fairness in our scheme and IEEE 
802.11 DCF. When comparing the fairness, it can be seen 
that our algorithm outperforms IEEE 802.11 in most cases, 
except for the case that the fairness is 30. Totally, our 
scheme improves the fairness about 3.18%. 

TABLE 1 
CW MODIFICATION 

 

 

Fig. 5. Average End to End Delay.  

 

Fig. 6. Network Overhead Load 
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The fairness increases because the proposed algorithm 
increases the backoff range of nodes that had two success-
ful transmissions and it makes a good opportunity for 
other competing nodes that cannot access to the channel 
in last two their attempts. 

 Last point is that the new algorithm has surprisingly 
low overhead because we used only two-element array 
and low computation for defining the new backoff range. 
It helps us so it can implement this scheme with a bit 
modification in 802.11. 

5 CONCLUSION 
In this paper, we have presented a simple scheme to im-
prove IEEE 802.11 DCF performances by tuning its back-
off algorithm. Our method checks the channel with a pre-
defined array and modifies the backoff range based on 
array status. This is the main reason why this scheme im-
proves performances. 

In this paper we have divided nodes into four groups 
and allocated them specific section of our backoff range. 

This action has one advantage and disadvantage. In this 
way, we can reduce the collision possibility because only 
nodes that exist in the same section may collide with oth-
ers. But, allocating nodes to different section causes nodes 
need a large amount of time to compete with others. This 
leads to reduction in end to end delay. 

In addition, we allocate the last section to nodes that 
have two successful transmissions. It means that other 
nodes that cannot access to the channel have a good op-
portunity to access to the channel. As a result, we can see 
the fairness increase. 

Extensive simulation studies for throughput, delay, 
NOL, packet delivery ratio and fairness have demonstrat-
ed that the proposed algorithm gives significant perfor-
mances improvement compared to that for the IEEE 
802.11 MAC algorithm and its simplicity is one factor that 
makes it suitable to implement.   
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