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Abstract—Availability of the service delivered by cloud
providers is one of the most important QoS factors of the
service level agreements between providers and customers. Since
current Infrastructure-as-a-Service providers use virtualization
technology to manage data centers, virtual data centers (VDCs)
have become a popular infrastructure for cloud computing.
In order to study the service availability, a stochastic activity
network (SAN) model is presented in this paper. The proposed
SAN model can be appropriately used to investigate the impact
of different characteristics and policies on service availability of
VDCs.

Index Terms—Availability; virtual data center; cloud comput-
ing; stochastic activity network

I. INTRODUCTION

Cloud computing is a promising paradigm delivering IT
services as computing utilities [1]. Customers of cloud com-
puting use the infrastructure of a data center provided by
another corporation named cloud provider. In the lowest
level of abstraction, the cloud provider delivers machines to
the customers, and customers manage the software stack of
the machines by themselves. This service model of cloud
computing is called Infrastructure-as-a-Service (laaS). Current
TaaS providers usually use virtualization technology to manage
their own data centers. Virtualization using a software layer
called Virtual Machine Monitor (VMM) enables the execution
of multiple Virtual Machines (VMs) on a single Physical Ma-
chine (PM). Data centers which are built using virtualization
technology with VMs as the basic processing elements are
called Virtual Data Centers (VDCs) [2], [3].

Large cloud service providers provide customers with ser-
vice level agreements (SLAs) specifying the availability of the
cloud service [4], [5]. To guarantee the service availability
given in SLA, an laaS provider needs to investigate the
impact of different characteristics, configurations, and resource
management policies of the VDC on the service availability.
However, due to the complexity of the architecture and vir-
tualization mechanisms, availability evaluation of VDCs is a
challenging issue.

Virtualization technology enables server consolidation
which makes it possible to reduce the number of required
hardware resources by executing multiple VMs on a single
PM [6]. The server consolidation can be considered as a power
saving policy by the IaaS provider. In order to reduce the num-
ber of required PMs by server consolidation, VMs should be
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frequently migrated between PMs which considerably reduces
the service availability of the VDC in some cases. Therefore,
the impact of server consolidation should be taken into account
whenever the service availability is evaluated.

In this paper, a comprehensive model using Stochastic
Activity Networks (SANs) [7], [8] is proposed to evaluate
the measures related to the service availability and power
consumption of VDCs. Using the proposed model, it is pos-
sible to study the effect of variations in workload, different
characteristics, and different resource management policies on
the service availability.

The rest of this paper is organized as follows. Section 1l
introduces some related work done in this research area.
Section IV describes VDC system and some assumptions
considered in this paper. The proposed model and measures of
interest are described in Section V. Numerical results obtained
by solving the proposed model are reported in Section VI
Finally, Section VII concludes the paper and presents future
work.

II. RELATED WORK

There are several studies focusing on dependability evalua-
tion of a virtualized server. Zhang et al. [9] have presented a
Markov chain model to analyze the dependability aspects of
a virtual cluster node. Kim et al. [10] have presented a model
for a system consisting of two virtualized physical servers
using two-level hierarchical approach in which fault trees and
Markov chain sub-models are used in the upper and lower
levels, respectively. Wei et al. [2] have studied reliability and
availability of a VDC using hybrid models combining Re-
liability Block Diagrams (RBDs) and Generalized Stochastic
Petri Nets (GSPNs). Ghosh et al. [11] have proposed a model-
based approach for performability analysis of a cloud service.
Longo et al. [12] have studied the availability of IaaS cloud
using Stochastic Reward Nets (SRNs) which is limited to PMs.

Tein et al. [13] have proposed a method to improve the
software rejuvenation mechanism. The proposed method in
[13] uses Markov chains to model and investigate the effect of
virtualization on the system availability. Rezaei et al. [14] have
modeled a virtualized server using SRNs, and then analyzed
the efficiency of the proposed method for improving software
rejuvenation. Machida et al. [15] have studied how different
methods of VMM rejuvenation can affect the availability of a
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system consisting of two physical servers. More details of the
system including different methods for migrating VMs were
considered by the same authors in [16].

Some other related papers can be also found in this research
area. Most of the papers only consider one or two physical
machines, paying no attention to the systems with more
machines. Therefore, the proposed approaches cannot be used
to analyze a system with various numbers of PMs. Compared
to the existing models, the proposed model in this paper
can be used for analyzing a VDC with different number of
PMs. Furthermore, to the best of our knowledge, none of the
previously done studies in this research area has investigated
details of VM placement and migration. Compared to these
studies, the model presented in this paper considers details of
resource management policies to investigate their effects on
service availability of VDCs.

ITI. OVERVIEW OF SAN

Stochastic Activity Networks (SANs) [7], [17], [8] are the
stochastic generalization of Petri Nets (PNs) generally defined
for modeling and analysis of distributed real time systems.
SANs are more flexible than other stochastic extensions of
PNs such as Stochastic Petri Nets (SPNs) and Generalized
Stochastic Petri Nets (GSPNs) [17]. Informally, SANs can be
described with the following primitives [18]:

Place: Places are similar to the places in PNs and graphi-
cally are represented by circles.

Timed activity: Timed activities are for modeling actions of
the system whose duration affects performance of the modeled
system noticeably. Graphically, timed activities are represented
by thick vertical bars or boxes. Any timed activity can have
several inputs and outputs. An input of a timed activity can
be a place or an input gate, and similarly an output can be a
place or an output gate. An activity distribution function, an
enabling rate function, and a computable predicate called the
reactivation predicate are associated to each timed activity.

Instantaneous activity: Instantaneous activities are for mod-
eling actions of the system which are done in a negligible
amount of time compared to the other actions which can be
modeled using timed activities. Graphically, instantaneous ac-
tivities are represented by thin vertical bars. An instantaneous
activity can have several inputs and outputs.

Input gate: Gates provide higher flexibility in defining
enabling and completion rules. An input gate has a finite set of
inputs and one output. A computable predicate called enabling
predicate and a computable function called input function are
associated to each input gate.

Output gate: An output gate has a finite set of outputs and
one input. A computable function called the output function
is associated to each output gate.

Formal definition and some useful properties of SANs have
been discussed in [7] and [17]. For the sake of brevity, the
formal definition and other preliminaries of SANs are not
presented here. For more information about SANs, please see
the references mentioned above.

IV. SYSTEM DESCRIPTION

In the system considered in this paper, there are M PMs in
the VDC that each of them can host finite number of VMs.
Requests for VMs are submitted to the system by customers of
the IaaS cloud. For each VM request, [aaS provider initiates
a VM on a PM. The PM allocated to the requested VM is
selected by the VM placement policy defined for the VDC.

PMs in the VDC can be assumed to be in active or sleep
mode. PMs in sleep mode consume less power compared to
the PMs in active mode. However, a PM should be in active
mode to be able to host a VM. It takes a while for a PM
in sleep mode to wake up and switch to active mode. A PM
involving in wake up process is considered to be unavailable
to host VMs. Although keeping all PMs in the active mode
provides higher availability, it can considerably increase power
consumption of the VDC.

Once a VM finishes its own task, the utilization of the
hosting PM decreases. If the utilization of the hosting PM
reaches a specified threshold called low threshold, the PM
is tagged as a low utilized PM. If there are other PMs
with sufficient capacity, the VMs of the low utilized PM are
migrated to them. The low utilized PM after migrating its
VMs is switched to sleep mode to save power. VMs during
migration are considered to be unavailable. As discussed in
[16], the unavailability interval varies for different methods of
VM migration. Using live migration method, this interval can
be reduced to only few seconds.

Once a PM fails, all of its hosted VMs become unavailable
and should be restarted on other available PMs. If there is no
sufficient amount of computational capacity available on other
PMs, VMs of the failed PM remains unavailable. PMs are
repaired after they failed. Repaired PMs become available and
they are considered to be in active mode after repair. However,
if there is no request in the system they are switched to sleep
mode.

V. THE PROPOSED MODEL
A. SAN Model

Sub-models of the proposed SAN model for the VDC are
shown in Fig. 1. The overall SAN model is obtained by
connecting the sub-models. The arrival and placement sub-
model shown in Fig. 1(a) models the arrival of requests for
VMs and their placement on PMs. Tokens inside place Py,
represent VMs waiting to be placed on PMs. Those VMs are
either new accepted VM requests or VMs of the failed PMs.
Timed activity T'A,,, represents the arrival of a new VM
request. The activity distribution function associated with this
timed activity is an exponential function. The parameter Ay,
shown in the Fig. 1(a), is the rate of the exponential function.

A new VM request is accepted if there is enough free avail-
able capacity in the data center. The possibility of accepting a
new VM request is checked by the enabling predicate of input
gate IG,,» Which is shown in Table I. Once timed activity
T Agyr fires, a token is deposited into place Py, by the output
function of the output gate OGr.
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Fig. 1.

Instantaneous activity I A,;, models the placement of a VM
on a PM. The enabling predicate of input gate IG,,;, checks
the possibility of placing a VM on a PM. This predicate returns
true if there is at least one VM waiting for placement and
there exists at least one active PM with enough free capacity
to host a new VM. Upon firing instantaneous activity 1 A,,, a
token is removed from place Py, and a token is deposited into
place P,;p, of pm; sub-model which is selected for hosting the
VM. The PM for hosting a VM is selected by the placement
algorithm implemented in the output function of output gate
OG),. The algorithm used in this output function places the
VM on the most utilized PM which has enough capacity to
host the VM. Different algorithms for placing VMs can be
applied in the output function of the output gate OGp,.

The migration sub-model shown in Fig. 1(b) models the
migration of VMs from their original hosting PMs to the target
PMs. Tokens inside place P, represent VMs which should
be migrated to other PMs. The target PM is selected by the
output function of the output gate OG,,;, which is the same
as the corresponding function of the gate OG\,. Input gate
1G4 is a simple input gate which checks the existence of
at least one token in place Py:y,. Upon firing instantaneous
activity TA,;4, a token is removed from place P,y and a
token is deposited into place Py, of the target pm; sub-
model.

The pm; sub-model shown in Fig. 1(c) models a PM. A
token inside place Pyctive; (Psicep;) shows that PM i is in
active (sleep) mode. The requested capacity and the capacity
available on both PMs in active mode and PMs involved in the
wake up process are checked by the enabling predicate of input
gate Gy, Which is show in Table I. This predicate returns

The proposed SAN model

true if PM ¢ is in sleep mode and the requested capacity is
more than the capacity available on both PMs in active mode
and PMs involved in the wake up process.

Once instantaneous activity IAp,, fires, a token is de-
posited into place Pygkeup,- Timed activity T'Ay,qk, represents
the wake up process of a PM. The enabling predicate of input
gate 1Gyqp, returns true if there is at least one token in place
Pyakeup;» and one token in Pyeep,. Upon firing timed activity
T Awak;» a token from place Pygreup; together with another
token from Pijeep, is removed and one token is deposited into
place Pyctive, Which shows PM ¢ is in active mode and ready
to host VMs.

Timed activity T Ay, represents the event of putting a PM
into sleep mode.The enabling predicate of input gate IG g, ,
shown in Table I returns true whenever the capacity available
on active PMs other than pm; is enough to host the requested
VMs, and pm; is active, but it is not hosting any VM.

Timed activity T' A, f,, represents the failure event of a PM
in active mode. The enabling predicate of input gate IGyq,
checks the existence of at least one token in place P, tive,;. The
output function of gate OG,,; is shown in Table II. Timed
activity T' A4, represents the failure event of a PM in sleep
mode. The enabling predicate of input gate /G, returns true
if there is at least one token in place Pjeep, and there is no
token in place Pyakeup,. Upon firing timed activity TA,q,, a
token is removed from place Pg..p, and one token is deposited
into place Prqijeq;. Moreover, a PM may fail during wake up
process. This event is modeled by timed activity T'A,, ¢,,. The
input predicate of input gate /G, 4, checks the existence of at
least one token in place Pyqkeup,. Upon firing timed activity
T Ay fq, atoken from place Pygkeup, and another token from
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place Pgjc.p, are removed and one token is deposited into place
Ptqileq;. Timed activity T'A,..p,, represents the repair process
of a failed PM. The input predicate of input gate /G, checks
the existence of at least one token in place Ppqjieq;- Upon
firing timed activity T'A,.p,, one token is removed from place
Praiteq, and one token is deposited into place Pyctive,-

Tokens inside place P,,s;, represent VMs hosted by PM
i. Timed activity T A,,, represents the turn off event of a
VM. The firing rate of this activity is marking dependent, so
its actual firing rate is computed as #[Pyms;] - Avto, Where
#[Pyms,;| is the number of tokens inside place P,,s,. The
enabling predicate of input gate /G, checks the existence
of at least one token in place P,,,,. Upon firing timed
activity T'A,+,,, one token is removed from place P,,s,, and
simultaneously current number of VMs hosted by PM i of PM
i is checked. If it reaches the low threshold, and the total
available capacity on other active PMs is enough to host VMs
of PM ¢, those VMs should be migrated to other hosts. In this
case, all tokens existing in places Pyp,s;, Pytm,, and Py, are
removed by firing timed activity T'A,,,. The tokens removed
from place P, are deposited into place P,;,, and the tokens
removed from places Py, and P, are deposited into place
P, vtm-

Tokens inside place Py, model the VMs migrating to PM
1. Firing timed activity T A;,;4,, migration of a VM to PM
¢ is completed. The enabling predicate of input gate IG,ig,
checks the existence of at least one token in place Pyy,,. Upon
firing timed activity T'A,,;,, one token is removed from place
Pytm, and deposited into place Py, .

Tokens inside place P, represent VMs which would be
initiated on PM 4. Timed activity T'A,,,, represents comple-
tion of initiating a VM on PM ¢. The enabling predicate of
input gate IG,,.,, checks the existence of at least one token
in place Pyp,. Upon firing timed activity T'A,,,,, one token
is removed from place P,y,, and one token is deposited into
place Pyms,-

B. Measures of Interest

In order to calculate different measures of interest, appro-
priate reward rates are assigned to states of the underlying
Markov chain resulting from the proposed SAN model. Corre-
sponding to each feasible marking of the SAN, there is a state
in its underlying Markov chain. Let 7, denote the reward rate
associated to state m, and () represent the state space of the
Markov chain. Therefore, interesting measures can be obtained
by computing the expected reward rate in the steady state as:

Z T - Trms (D

meQ

where 7, is the steady state probability of the Markov chain
to be in state m. The output measures of the proposed SAN
model are as follows.

Ratio of available VMs to accepted VM requests (R,,)-
This measure is defined as the mean ratio of the number of
available VMs to the total number of accepted VM requests
in steady state. This measure reflects the availability of the

service considering all the customers of the VDC, and can be
used to optimized the VDC. The reward assigned to markings
of the proposed SAN to compute R, is as:

M
T'm = (Z #szclrtaL)/(#P:?P + #P;?'” +
i=1

M
> (#Po, + #Pm, + #PE)), @)
i=1

where #P™ denotes the number of tokens inside place P
in marking m. In the states in which the denominator of the
fraction is zero, the reward rate is 1, as there is no request in
the system and the system is considered as fully operational.

Mean number of PMs in active mode (Np)y). The greater
value for the mean number of PMs in active mode results in
more power consumption of the VDC. Actually, this measure
is useful for a cloud provider, because a cloud provider wishes
to minimize the power consumption of the VDC. The reward
assigned to compute Npjy is as:

M
Tm = Z #Pt;rcltivei (3)
=1

VI. NUMERICAL RESULTS

We use Mdbius tool [19] to solve the proposed SAN model.
To analyze the impact of different system configurations on
output measures, results obtained from applying the proposed
SAN to the sample VDC is reported in this section, and
sensitivity analysis is done on the results. The default rate
values used for the sample VDC are shown in Table III.
We set all rates according to the values used in previous
studies [15], [16] and typical values of occurrence frequency.
However, in a practical VDC, the values for the parameters
can be obtained using measurement and estimation. We use
the model to study a VDC with four PMs that each of them
can host three VMs. However, a VDC with different number
of PMs can be analyzed using the proposed model. We also set
low threshold to one, which means, in power saving mode,
a PM is marked as low utilized PM when it hosts only one
VM.

The effect of increasing mean time to migration on Rg,q
is shown in Fig. 2. The mean time to migration reflects the
expected time to migrate a VM from its hosting PM to another
one. As can be seen in Fig. 2, the value of R,,, decreases by
applying power saving policy in the VDC. Moreover, the value
of R,y decreases with increasing mean time to migration in
power saving mode. However, there is no change in R, if
power saving policy is not applied to the VDC. Therefore,
to keep the service availability in an acceptable level, using
effective migration methods is important to have a short mean
time to migration.

The effect of increasing mean time to waking up a PM on
R4 is shown in Fig. 3. Increasing the mean time to waking
up a PM decreases the value of R,,,. The decrement rate of
R,,, when the power saving policy is applied is more than
the situation in which it is not applied. The reason behind this
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TABLE I
ENABLING PREDICATES

Gate Code
M
AvwailCapacity = (M — Y #[Praited;]) - C;
i=1
I1Garr R
d systemLoad = #[Pytm] + #[Potp] + > #[Potm;] + #[Potp;] + #[Poms;|;
i=1
(AvailCapacity > systemLoad) ? returnl : 0;
[Gya (M, #[Pactive;) - (C = PMLoad(i)) > 1) and (#[Putp] > 0) ? return1 : 0;
jtel AW Capacity = i\él (#[Pa,cf,i'uet} + #[Pwakeupi]) . (C - Pl\[Load(z)),
Thtw; .
o ((#[Pvtm] + #[Puvtp] > AW Capacity) and (#[Psieep;, > 0) ? returnl : 0;
o (M1 5 41 #Pactive; 1+ (C = PMLoad(3)) > #[Putm] + #[Potp) + #[Potm.] + #[Potp;))
le;
o and (#[Pactive;] > 0 and (#[Poms;] = O) ? returnl : return0;

TABLE 11
OUTPUT FUNCTIONS
Gate Code
#[Pactwe,-] - #[Psleepi] ++
OGslc,' #[Pvtfn]‘f’ = #[P’Ut’lni]; #[Pvtm,,-] =0;
#[Putp]‘f’ = #[Putm]§ #[Putm] =0;
#[Pactivei] - #[Pfailedi] + +;
OG‘(/LfaZ #[Pvtm]+ = #[Pvtmi]§ #[Pvtmi] =05
#[P1ytp]+ = #[Pmpi] + #[Pvms,]; #[Pvtm} =0; #[Pvms,] =0;
TABLE III
DEFAULT VALUES FOR RATES 0.9948
Rate Value %; i
2 09946 ., |
Aarr 4h1 g .
—1 2 "s
Avto Lh 2 09044} e 1
Amig 1200 A—1 % "m,“
Aini 120 A1 S ogsaz| o 1
° ,
Aafa 0.00139 h~1 2 N
>
Asfa 0.000139 /1 3 ogul e 1
Mofa 0.00139 71 ?§ Teo
Arep 2h1 G 0.9938f S]]
Mok 1440 b1 & '

phenomenon is that when the power saving policy is applied,
PMs switch to sleep mode more frequently.

Fig. 4 shows that, with a fixed request arrival rate, increasing
mean service time of VM increases Npj; of the VDC. Using
power saving policy in the VDC results in fewer number of
PMs in active mode which leads to less power consumption.

VII. CONCLUSION AND FUTURE WORK

In this paper, an availability model for a VDC using SANs
is proposed which can be used to analyze a VDC with
various number of PMs. In addition to configuration and
characteristics of VDCs, we have incorporated the details of
virtualization mechanism including VM placement and VM

0.9936 -
0 5 10 15 20

Mean time to migration (sec)

30

Fig. 2. Rgava Vs. mean time to migration

migration into the model. We have studied the effect of two
different placement policies on service availability. However,
the proposed model can be used to study other placement
algorithms. As a part of future work we plan to investigate the
effects of different possible placement policies on the service
availability. The proposed model can also be appropriately
used for analyzing a VDC with different capacities. Therefore,
as a part of future work, it is possible to carry out cost analysis
and capacity planning using the proposed model.
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