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Abstract— This paper investigates the scheduling problem of independent tasks in market-based grids. The heterogeneity and autonomy of resources in grids highlight the need for more flexible models and approaches to be exploited in these environments. To address this issue, a two-level market model is presented in this paper to schedule tasks to the grid resources. In the proposed model, users submit their own tasks to a centralized resource manager named meta-scheduler. Meta-scheduler knows general information about each of the administrative domains, dellac sites, existing in the low-level part of the model. Using the information gathered from all of the sites, meta-scheduler selects more suitable sites to execute the tasks with the aim of minimizing the overall cost of tasks execution. In this model, meta-scheduler not only targets the minimization of overall cost of the tasks execution, but also achieves this objective without any presumption about the policies and algorithms implemented in the lower layers of the system which addresses the dynamicity of environment. In addition to the two-level market model, a new task scheduling algorithm called GA-VNS which is an enhanced version of genetic algorithm is presented to be applied in market-based grids. GA-VNS can be used by local schedulers in each site with the policy of cost minimization considering the makespan of the system as a second criterion. The results obtained from performance evaluation of GA-VNS and other well-known algorithms in this context show that GA-VNS outperforms other algorithms in term of the overall cost of tasks execution.

Keywords— Grid environment, scheduling algorithm, local search, execution cost, task deadline.

Notations

$I$ set of tasks
$S$ set of different sites
$n$ number of tasks in the environment
$k$ number of sites in the environment
$K$ maximum number of tasks that may exceed deadline constraints
$l_i$ size of task $i$
$D_i$ deadline of task $i$
$\mu$ the deadline level of a task
$C_j$ processing speed of resource $j$
$P_j$ unit price of resource $j$
$p_{avg}$ average unit price of resources in the system
1. Introduction

Scheduling problem in grid environment has become a challenging area due to the autonomy and dynamicity characteristics of grid resources. Proposing an effective algorithm to appropriately schedule tasks to the resources can improve the performance and efficiency of a grid environment. Many research efforts have been done in this area [1, 2, 3], and different approaches and scheduling algorithms have been proposed to schedule tasks to the resources considering different quality of service (QoS) measures.

Economic-based approach is one of the interesting methods widely used in grid environments to schedule tasks. In this approach, grid is modeled as a market in which users compete with each other to access to the resources. On the other hand, resource providers charge users considering the amount of resources each user requests [4, 5]. The price of each resource is mainly determined by its capability, such as its processing speed and storage memory. Therefore, users should pay the higher prices to execute their own tasks on the resources with higher capabilities. In this case, some of the user's requirements such as budget constraints and the need to execute tasks in more economic way should be considered. Users with critical budget constraints may prefer to execute their own tasks on the resources with lower price which may result in longer execution time. Therefore, scheduling approaches used in traditional distributed systems are not suitable for market-based grids [1, 2, 6]. In contrast to traditional approaches which only consider system centric factors like makespan, market-based grids bring in the possibility to design new scheduling algorithms based on user's interests.

Another issue in traditional view of grid systems is looking at the whole environment as one element with a single controller which should have detailed information of all resources. Hierarchical structure helps us to divide this unified environment to multiple smaller elements, so distributing coordination and control activities into multiple layers. This structure addresses the scalability issue in dynamic environments. Scalability in these environments mainly refers to variable number of resources in different geographically distributed locations with various providers which have their own policies for contributing their resources in the environment. Hierarchical structure helps system designers to take these complexities into account by creating layered structure and eliminating the need for a centric controller which must have complete information about all resources in the system.

Considering the aforementioned circumstance, a scheduling schema based on market models is proposed in this paper which uses hierarchical structure to model the environment. The structure proposed in this paper consists of two basic levels. In upper level, a meta-scheduler is responsible for receiving tasks from users and
assigning them to the appropriate low-level sites. Meta-scheduler uses the information received from different sites to construct an appropriate linear programming (LP) model to select the best possible sites to execute tasks. In this structure, each site can be seen as an independent environment with its own hierarchical structure. Sequentially layering the sites can help to break the resource management functionality into multiple layers. In this case, there is no need for each layer to be aware of the detailed data of resources existing in lower layers.

In proposed model each site consists of multiple resources and implements different scheduling algorithms to allocate the best possible resource to each task. Implementing suitable scheduling algorithms inside each of the sites can improve the efficiency of the entire grid system. Therefore, proposing an appropriate scheduling algorithm which can consider specific policies of each of the sites and schedule the tasks to the resources is necessary. Since the aforementioned scheduling problem is NP-complete [7], there is no polynomial time solution for the problem. Different methods and algorithms have been proposed which result in near-optimal solutions for task scheduling problem.

An interesting approach for designing scheduling algorithms is based on evolutionary algorithms such as genetic algorithm (GA) [2, 8, 9]. GA is a population based algorithm in the category of batch mode scheduling which uses natural principles to find good enough solutions within a large search space. The effectiveness of a GA highly depends on a good balance between exploration and exploitation methods such as selection, crossover and mutation. Exploitation helps GA to select and search among existing individuals with better fitness. Considering this fact, GA encounters with a difficulty whenever it wants to search around optimal solutions. On the other hand, there are some algorithms such as variable neighborhood search (VNS) [10] which use local methods to improve the searching ability around optimal solutions. These algorithms take an initial solution as input and increase quality of the solution by continually applying some changes in each iteration of the algorithm. Hybridization approaches which are used in solving problems in scheduling and other scientific areas [11, 12] can help us to take advantages of both GA and local search method to improve the searching efficiency. Therefore, a hybrid GA and VNS method named GA-VNS is presented in this paper. The new algorithm uses GA to generate a population of solutions for task scheduling problem. Then, VNS is used to improve some of the best solutions in each generation, separately. The main objective of GA-VNS is to reduce the overall cost of tasks execution, while the makespan of the system is taken into account.

The remaining parts of this paper are organized as follows. Section 2 reviews some of the related researches done on scheduling problem, especially in grid environments. Section 3 introduces the grid environment in the form of a two-level market model. The proposed hierarchical model together with the GA-VNS algorithm is presented in Section 4. Section 5 analyzes the proposed model and presents some simulation and comparison results. Finally, Section 6 concludes the paper and offers some ideas for future work.

2. Related Work

In recent years, many research efforts have been done to exploit economic principles to appropriately schedule tasks within distributed resources. Buyya et al. [4, 13] have proposed market mechanism as a solution to encourage resource providers to contribute their resources in grid environment. An economy-driven resource management architecture has been suggested and some of the economic models which can be used to manage
grid resources have been presented in [13]. Wolski et al. [14] have investigated resource allocation problem under two different market models: commodity market and auctions. Considering the results reported in [14], the commodities markets are better than auctions in the application of resource management within grids.

Garg et al. [8, 15] have presented several scheduling algorithms for concurrent users. The algorithm proposed in [8] minimizes the overall cost of all users when the concurrent job scheduling is applied to the environment. The algorithm combines the capabilities of LP and GA to reach the aim of the scheduling. In [15], three algorithms have been proposed to optimize the combined cost and time of parallel applications managing the trade-off between cost and time. Malawski et al. [16] have developed two dynamic and one static algorithm to address the scheduling problem of workflow ensembles on Infrastructure-as-a-Service (IaaS) clouds. The proposed algorithms in [16] rely on structural information such as critical path provided from target workflows. Moreover, the time and cost factors in the form of deadline and budget are assumed as problem constraints and the main objective of the paper is to maximize the number of workflows completed considering problem constraints. Although these papers study the cost factor as a common optimization metric in market-based grids, they rarely investigate the dynamic environment as a layered structure of users and site domains.

Kołodziej et al. [17] have presented a multi-level genetic-based scheduler to solve independent batch job scheduling problem in grid systems. The problem has been formulated as a bi-objective hierarchical optimization with two measures, makespan and flow-time. The optimization of multi-objective function used in [17] is a type of hierarchical mode, therefore the measures are prioritized based on their importance and each one is optimized in a different level. Boeres et al. [18] have proposed another heuristic which considers two criteria, makespan and reliability, as the objective of optimization problem. In [18], two criteria are considered simultaneously as a weighted bi-objective function rather than prioritizing them in a hierarchical process. All of these papers try to reach a better solution considering multiple aspects of performance in the systems under study. These goals are achieved by creating bi-objective optimization problem and combining two performance metrics in a single function. In this case, prioritization among multiple performance metrics such as time and cost can be done using some trade-off factors which help to combine multiple criteria and create one criterion to evaluate the systems. However, these papers do not study market-based grids and its main requirements including cost of the system, nor they investigate the environment as a hierarchical structure with different elements.

Chunlin et al. [19] have proposed a distributed two-level market grid resource pricing to find an optimal resource allocation considering both users and resource providers. In [19], using an iterative algorithm, it is shown when equilibrium prices are reached the total user benefits in grid system is maximized. Broberg et al. [20] have investigated resource allocation problem in the linked market-driven distributed systems. Adapting the multi-commodity flow problem to these systems, the problem is formulated as a static LP model with the objective of maximizing utility in the system.

In addition to the aforementioned methods for solving scheduling problem, there are other approaches which combine some existing algorithms (e.g. GA, particle swarm optimization (PSO), simulated annealing (SA), Tabu search and so on) to take advantages of them and simultaneously cover their weaknesses [21, 22, 23, 24, 25].
Xhafa et al. [21] have presented a hybrid GA and Tabu search to solve scheduling problem of independent tasks in computational grid. The algorithm runs GA as main heuristic and exploits Tabu search to enhance individuals in GA population. Actually, the algorithm is a bi-objective optimization solution which considers makespan of the system as a main objective and flow-time of the scheduling as a secondary objective. Gao et al. [22] have proposed a hybrid algorithm for multi-objective flexible job-shop scheduling problem. The algorithm uses global search ability of GA and local search ability of variable neighborhood descent to improve the search efficiency. Wen et al. [23] have presented a hybrid GA and VNS to minimize the makespan of the heterogeneous multiprocessor systems. One of the main contributions of [23] is offering two novel neighborhood structures in VNS and using some problem specific knowledge in their procedures to improve efficiency of VNS search. Zhang et al. [24] have combined PSO algorithm and Tabu search to solve multi-objective flexible job-shop scheduling problem. The weighted sum of three criteria including the maximal completion time, workload of the critical machine and overall workload of machines shapes an objective function which is used to evaluate each particle in the swarm. Juang [25] has presented a hybrid GA and PSO to design recurrent networks. In [25], the elite individuals belonging to the set of best-performing individuals are improved by applying PSO. Afterwards, they are used to produce new offsprings for the next generation in GA.

As stated earlier, the main drawback of the aforementioned papers is the fact that they consider the whole grid environment as a single domain, or at the best case they divide the environment to multiple components which must be confined to predefined protocols. This issue takes a greater importance especially if we have a look at cloud computing as a new generation of distributed computing systems, and the importance of the integration of these independent infrastructures. Addressing this issue, one of the main contributions of this paper is a LP based layered structure which eliminates the need for a centric controller to be aware of status of all resources in the system. Moreover, we propose a hybrid algorithm considering two important QoS factors in grid environments, cost and makespan, which can be used by each site with the policy of focusing on cost of the system without sacrificing the makespan.

3. System Model

Grid as a dynamic and heterogeneous environment is most similar to a market model with three main players: consumers, providers and brokers (schedulers). Considering this matter together with the scalability issue in the grids, hierarchical structure is used to model the grid environment in this paper. The proposed model exploits commodity market as a base model to design task scheduling and resource management mechanism. In the commodity markets, resource providers charge consumers based on the amount of the resources they requested. In the model considered in this paper, a provider is actually a site owner. Grid environment is composed of multiple sites where each site can be a single resource or a cluster of computing resources with one owner. Each site owner can define different access policies or cost models for different users. The basic players in the model are shown in Fig. 1. In the following, the players are described in more details.

- **Users and tasks**

Users submit their own tasks to the meta-scheduler. These tasks are independent of each other and can be
executed in any order. In addition, tasks are assumed to be computation-intensive; therefore data transmission time of the tasks is negligible compared to their execution time. Each task should be executed on a single resource and once it is assigned to the resource, it cannot migrate to another resource.

- **Meta-scheduler (Broker)**

Meta-scheduler is responsible for assigning each task to a site considering QoS factors such as deadline and execution cost. Scheduling procedure is done in two phases. In the first phase, users submit their own tasks to the meta-scheduler. Meta-scheduler receives tasks from the users and sends them to the different sites in predefined time intervals to estimate the execution cost and time of them. In this phase, local scheduler of each site finds the most suitable resources to execute the received tasks taking different access policies and scheduling algorithms into consideration. Afterward, the local scheduler sends the estimated cost and time information back to the meta-scheduler. In the second phase, meta-scheduler finds the best possible site for each task considering information received from all sites, and then, sends the actual data of tasks to the selected sites. In the site selection procedure, meta-scheduler considers main goal of the proposed model which is minimizing overall execution cost of the tasks with respect to their deadlines.

![Fig. 1 – Two-level market model for task scheduling problem in grid environment](image)

- **Local scheduler**

Each site has a local scheduler which is responsible for assigning submitted tasks to the resources within the corresponding domain. Local schedulers can implement different scheduling algorithms to find the most suitable resources to be allocated to the received tasks considering different site policies and management mechanisms.
4. The Proposed Model

Each of the grid resources belongs to its own administrative domain. Local schedulers existing in each administrative domain or low-level site can implement various scheduling algorithms based on the predefined policies within the corresponding domain. Therefore, it is not reasonable to put a common constraint on how these algorithms work or what objective they optimize when a resource joins to the grid environment, because this is in contrast with the resource autonomy and self-direction. However, in upper level, meta-scheduler is aware of all information related to tasks and sites. Hence, meta-scheduler can play the main role in final task assignment among the sites. This assignment is done by appropriate decision making, and could be formulated as a LP model with the objective of minimizing overall cost of tasks execution. Based on the aforementioned facts, a LP model for the upper level scheduling is presented in the following. Furthermore, a new algorithm named GA-VNS is presented to appropriately schedule tasks within a specific site considering combined cost and time objective [26]. GA-VNS is a hybrid genetic-based and local search techniques which aims to reduce cost without significant increment of makespan. In the following subsections, the LP model and GA-VNS algorithm are described in more details.

4.1 Upper level linear programming model

After submitting tasks, meta-scheduler sends tasks' information to the local schedulers to get a primary estimation of tasks' execution times and costs on the available sites. Each of the local schedulers applies specific scheduling algorithms to the existing resources in the corresponding site. Actually, in this step, tasks are not executed and only the required information is collected from the sites to be used in the next step. Consequently, meta-scheduler collects this information from all sites and creates a LP model. The following is the LP model created by meta-scheduler. In this model, $n$ and $k$ denote the number of tasks and sites, respectively. Let $i$ denote a task with the size $l_i$ and deadline $D_i$. Also, the set $S = \{1, 2, ..., k\}$ is a set of different sites which exist in grid environment. Meta-scheduler selects multiple sites from the set $S$ and creates a new set $S_i$ to send information of $i$ to the corresponding local schedulers. The set $S_i$ can be equal to $S$ which contains all of the sites within the environment. This procedure is repeated for all $n$ tasks submitted to the environment in a predefined time interval. After that, each site applies its own scheduling algorithms to the received tasks' information and sends the estimated execution cost and time of the tasks back to the meta-scheduler. Assume $Cost_{si}$ and $FinishTime_{ni}$ denote the execution cost and finish time of $i$ within site $s$, respectively. Therefore the objective function of LP model for the set of tasks $I$ can be formulated as Eq. 1.

$$target = \min \sum_{i \in I} \sum_{s \in S_i} Cost_{si} y_{is},$$  \hspace{1cm} (1)

where $y_{is}$ and $x_i$ are two decision variables which can be defined as follows:

$$y_{is} = \begin{cases} 1, & \text{if site } s \text{ is selected for task } i \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (2)
\[
x_i = \begin{cases} 
1, & \text{if deadline for task } i \text{ is not satisfied} \\
0, & \text{otherwise}
\end{cases}
\]  
(3)

Considering objective function and decision variables mentioned above, constraints of the model can be formulated as follows:

\[
\sum_{s \in S} y_{is} = 1, \quad \forall i \in I. 
\]  
(4)

\[
y_{is} = 0, \quad \forall i \in I, \ s \in S \setminus S_i.
\]  
(5)

\[
y_{is} \in \{0, 1\}, \quad \forall i \in I, \ s \in S.
\]  
(6)

\[
\sum_{s \in S} \text{FinishTime}_{is} \cdot y_{is} - B \cdot x_i \leq D_i, \quad \forall i \in I.
\]  
(7)

\[
\sum_{i=1}^{n} x_i \leq K.
\]  
(8)

Equations 4 and 5 ensure that each task is assigned to exactly one site and this site is selected from the set \(S_i\). Equations 7 and 8 model deadline constraints of each task. In this model, the possibility that the final mapping of tasks on sites cannot satisfy all tasks' deadlines is considered. In order to ensure problem solvability, value of parameter \(B\) can be set to a very large value. In this case, if deadline of task \(i\) is not satisfied, then \(x_i\) gets value 1, and with a large enough value of \(B\), Eq. 7 is satisfied. Parameter \(K\) is another variable which determines maximum number of tasks that may exceed deadline constraints. Assigning different values for parameter \(K\), one can investigate various situations and see the impact of this variable on the objective function.

### 4.2 GA-VNS algorithm

Local schedulers in the low-level sites are responsible for applying site owner's specific policies. These policies can be implemented by scheduling algorithms having different procedures and objective functions. In the market based grids, cost and time are two important factors in which different algorithms are proposed to optimize the combination of these two factors. The combined factor can appropriately consider various grid users' interests. Therefore, a new scheduling algorithm using hybridization of genetic algorithm (GA) and variable neighborhood search (VNS) is proposed. The algorithm named GA-VNS can be employed by the local schedulers to schedule grid tasks to the resources. The main objective of GA-VNS is to reduce overall cost of tasks execution without noticeable increase in system makespan. The main procedure used in GA-VNS is applying GA to find the best possible task/resource pairs. To do this, all of the required steps in GA such as population generation, selection, crossover, mutation and so forth should be done. Furthermore, VNS procedure is applied to improve some of the individuals in the population. After that, the improved individuals from VNS procedure and offsprings generated by GA are combined to create next generation population.

In the following subsections, more details about the GA-VNS algorithm are provided to describe the algorithm step by step.
4.2.1 Initial population

Each individual in the population represents a candidate schedule for task assignment problem. There are different encodings which can be exploited to represent a specific schedule as a chromosome in GAs [27, 28]. In GA-VNS algorithm, an integer encoding is used in which each chromosome is represented by a vector of integers and each cell of the vector is considered as a gene. For a problem with \( n \) tasks and \( m \) resources, the length of the vector is \( n \) and each gene can take a value between 1 and \( m \), where the gene value represents the resource which task is assigned to it. For example, in a problem with five tasks and three resources a possible solution is shown in Fig. 2.
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Fig. 2 – A sample representation of scheduling problem in the proposed algorithm

In order to ensure that initial population shows a uniform representation of the search space, random numbers are used to generate chromosomes in the population. In addition, seeding approach in GA is used to generate some of relatively good chromosomes in the initial population. Therefore, the solutions resulted from MinCTT and MaxCTT algorithms [15] are used in seeding procedure. The main objective of the MinCTT and MaxCTT heuristics is to manage and optimize the trade-off between time and cost constraints. For more information about these two heuristics, please see [15].

4.2.2 Fitness function

The main principle in evolutionary algorithms like GA is survival of fittest individuals in generations. To achieve this, a fitness function that maps each chromosome to a scalar value should be defined. Applying fitness function, it is possible to compare multiple individuals with each other, and then select the fittest ones to form next generations. Since the main objective of the proposed algorithm is to reduce the overall cost of tasks execution as well as managing the increments in the system makespan, the fitness function of the algorithm is defined as a trade-off between cost and makespan measures. Therefore, in the first step, the cost and time of task execution should be estimated. Let \( l_i \) and \( C_j \) denote the size of task \( i \) and processing speed of resource \( j \), respectively. Therefore, the execution time of task \( i \) on resource \( j \) can be formulated as Eq. 9.

\[
Time(i, j) = \frac{l_i}{C_j}.
\]  

Subsequently, the execution cost of task \( i \) on resource \( j \) can be computed using Eq. 10.

\[
Cost(i, j) = Time(i, j) \times P_j,
\]  

where \( P_j \) denotes the unit price of the resource \( j \). On the other hand, the finish time of task \( i \) on resource \( j \) can be defined as Eq. 11.
\[ \text{FinishTime} (i, j) = \text{Start} (i, j) + \text{Time} (i, j). \]  

(11)

where \( \text{Start}(i,j) \) denotes the start time of task \( i \) on resource \( j \).

Let \( \text{FinishTime}(i) \) denotes the completion time of task \( i \) which is equal to \( \text{FinishTime}(i,j) \) where resource \( j \) is actually assigned to execute task \( i \). Consequently, the system makespan for the set of customers \( I \), can be computed by Eq. 12.

\[ \text{Makespan} = \max_{i \in I} \{ \text{FinishTime}(i) \}. \]  

(12)

Considering above mentioned formulas, the fitness function of a given individual \( a \) can be defined as Eq. 13.

\[ \text{Fitness} (a) = \alpha \times \text{Cost} (a) + (1 - \alpha) \times \text{Makespan} (a), \]  

(13)

where \( \text{Cost}(a) \) and \( \text{Makespan}(a) \) denote the overall cost and makespan resulted from chromosome \( a \) representing a specific scheduling, respectively. The parameter \( \alpha \) shows the preference of the cost against the time in users' perspective. The larger value of \( \alpha \) the higher preference of the cost.

4.2.3 Selection, crossover and mutation

In order to generate fittest individuals in next generations, more chance should be given to the good chromosomes to survive among various generations. Therefore, the proportional selection method with roulette wheel sampling is used to select candidate parents (good chromosomes) to produce new offsprings. Moreover, some of the best individuals in each generation are copied to the next generation based on elitism method [27, 28]. In our algorithm, individuals with the lower fitness values are considered as the best individuals, so they have more chance to be copied to the next generation.

In next step of the algorithm, crossover and mutation operators are applied to candidate parents. In order to perform crossover operation, the random two-point method [27] is used. In this method, two points are randomly selected and genes existing between these points are swapped in the parents. Applying this method, new generated offspring may inherit the best possible characteristics of the parents. After crossover step, each gene of the newly generated offsprings is mutated with a certain probability. In the case of scheduling problem, mutation means the task corresponding to that gene is moved from the current resource to another one.

4.2.4 VNS procedure

After applying crossover and mutation, new chromosomes will be ready to be copied in next generation. Nevertheless, before copying newly obtained chromosomes to the next generation, VNS procedure is applied to improve some of the individuals of the current population. The reason behind this procedure is that GA acts good in searching large space of non-polynomial problems, but shows a weakness in seeking around promising areas in search space. So, VNS can be used as a meta-heuristic helping to find better schedules by systematic changes around solutions obtained by GA. In the following, the basic steps of VNS procedure in GA-VNS are described in more details.
• **Sampling**
Since VNS procedure is computationally intensive, it cannot be applied to all of the individuals in a population. Therefore, a subset of individuals in each population is probabilistically selected to be used in VNS procedure. Selection probability for a given individual is proportional to the fitness value of the individual and the current generation number. Therefore, individuals with lower fitness values and individuals existing in last generations have more chance to be selected for local search procedure.

• **Neighborhood structure**
The main challenge in the VNS procedure is how to define an appropriate neighborhood structure. Since the main objective of GA-VNS is to reduce the tasks' execution cost in a reasonable makespan, cost and time are two factors which are taken into account to construct neighborhood structure. Let $X$ denote a solution representing a specific schedule. In this case, $X'$ is a neighborhood of $X$ if it differs from $X$ in just one location. In other words, there is exactly one task which is assigned to a different resource in $X'$ compared to $X$. Therefore, in the first step of defining a new neighborhood, a task should be selected to be rescheduled on a new resource. To achieve this, a new metric for each of the tasks should be defined as Eq. 14.

$$CostTime(i) = Cost(i) + FinishTime(i),$$  (14)

where $Cost(i)$ denotes the execution cost of task $i$ on the resource assigned to it based on schedule $X$.

Let $i$ be a task with maximum value for $CostTime$ metric. Rescheduling $i$ on a different resource makes a new initial schedule which can be used in the next step. To do this, a new resource is randomly selected and $i$ is moved from the current resource which is assigned to it based on the schedule $X$, to the new one.

• **Local search**
In order to find a local optimum, a local search is applied around the initial solution obtained from previous step. To achieve this, a task $i$ with a maximum value of $CostTime$ is selected. Then, all resources are sorted in ascending order based on their makespans. Rescheduling task $i$ on some of the resources selected from top of the sorted list generates some new schedules with different costs and makespans. The number of selected resources can be varied considering the trade-off between running time and efficiency of the algorithm. In our implementation of GA-VNS, half of the resources in the list is selected to perform local search. A resource which results a schedule with lower cost and makespan compared to the initial schedule is selected as a final selection.

5. **Performance Evaluation**
The performance of the proposed model is evaluated and analyzed in various situations. To achieve this, two parts are distinguished. In the first part, the performance of GA-VNS is evaluated against other algorithms considering cost and time measures. In the second one, the performance of the proposed two-level grid model is analyzed considering the algorithms implemented in the first part. In the second part, the heterogeneity of tasks and resources in the grid environment, and effect of the heterogeneity on overall cost of tasks execution are investigated.
5.1 Simulation results of GA-VNS algorithm

In order to evaluate and compare the performance of GA-VNS algorithm, four scheduling algorithms, MinCTT, MaxCTT, Greedy [15] and Simple Genetic algorithm [27, 28] are used as benchmarks. MinCTT and MaxCTT are enhanced versions of MinMin and MaxMin heuristics which are among batch mode scheduling techniques and the most common approaches in scheduling area [18, 29]. Enhanced versions of these heuristics, MinCTT and MaxCTT, and also Greedy are defined to obey the requirements of market-based grids by considering combined execution cost and time as a target, and use a trade-off factor that indicates relative importance of cost over time. The value of the trade-off factor is set to 0.5 in all experiments, but generally, other values can be used. Simple Genetic algorithm is based on GA steps described in [27, 28]. GA is a popular algorithm in scheduling as well as other areas [30, 31, 32] and as the base algorithm in GA-VNS which makes it as a suitable algorithm to be used in comparisons.

In order to investigate a most practical and realistic grid, experimental data corresponding to AuverGrid [33] is used in this section. Considering these data as execution time of tasks on one resource ($q$), the execution times of tasks on different resources have been simulated by expected time to compute (ETC) matrix [34] using gamma distribution and coefficient of variation (CoV) method. In this method, a vector of mean execution time of tasks and a CoV value which represents the heterogeneity among system resources are used to generate ETC matrix. The mean execution time of tasks is set based on $q$ and a COV value of 0.5 is used which shows a high variation among system resources. The number of tasks is varied from 200 to 1000 with increment step equal to 200. Values of the main parameters in GA-VNS algorithm are shown in Table 1. The same configuration is used for Simple Genetic algorithm. These values are obtained after multiple runs of algorithms and show the best possible configuration for basic GA process used in both algorithms. Considering the randomness property in GAs, the GA-VNS is executed several times and the average value of results is used in comparisons.

In all experiments, a grid model with 20 resources is considered. Each resource has a different unit price which is generated by using Weibull distribution with parameters $\alpha = 0.4$ and $\beta = 0.8$. Fig. 3 shows tasks' execution cost resulted from each of the algorithms for different task numbers. As can be seen in Fig. 3, GA-VNS outperforms other algorithms in terms of the overall cost of tasks execution. In addition, Simple Genetic algorithm gives the worst cost compared to the other algorithms. Other benchmarks approximately show the same results which are better than the results obtained from Simple Genetic algorithm, but still higher than the results of GA-VNS.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>generation number</td>
<td>1000</td>
</tr>
<tr>
<td>population size</td>
<td>60</td>
</tr>
<tr>
<td>crossover probability</td>
<td>1</td>
</tr>
<tr>
<td>mutation probability</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 1 – GA-VNS parameters

Fig. 4 shows system makespan obtained from applying the algorithms to the aforementioned grid environment when the number of tasks is varied from 200 to 1000. As shown in Fig. 4, Simple Genetic acts as a worst algorithm among the others. GA-VNS results in much better makespan than Simple Genetic but relatively
higher makespan than other algorithms in most cases. Actually, increment in makespan of GA-VNS is expected as a result of negative correlation between cost and time. However, makespan increment in all simulated cases is lower than 17 percent of the best results obtained by other algorithms.

Fig. 3 – The overall cost of tasks execution resulted from GA-VNS and other benchmark algorithms

Fig. 4 – Makespan of system resulted from GA-VNS and other benchmark algorithms
In all the experiments mentioned above, parameter \( \alpha \) in Eq. 13 is set to 0.3 which gives more preference to the makespan against to cost. If the value of parameter \( \alpha \) is set to 0.5, the cost resulted from GA-VNS decreases compared to the obtained cost in Fig. 3, but this decrement in cost results in unacceptable increment in system makespan. Since the objective of GA-VNS is to reduce cost without significant increment in the makespan, more preference should be assigned to the makespan. To do this, parameter \( \alpha \) is set to 0.3 which causes to bound the makespan increments to lower than 17 percent.

All previous experiments evaluate GA-VNS algorithm considering two metrics, cost and makespan. In order to analyze the algorithm using a unique metric, a new factor \( \text{SystemCost} \) is introduced as Eq. 15.

\[
\text{SystemCost} = C_t + (\text{Makespan}_{\text{GA-VNS}} - \text{Makespan_{min}}) \times p_{avg}
\]  

(15)

Let \( p_{avg} \) and \( C_t \) denote the average unit price of resources in the system and the overall cost of tasks execution obtained by the proposed algorithm, respectively. Subsequently, the term \( (\text{Makespan}_{\text{GA-VNS}} - \text{Makespan_{min}}) \times p_{avg} \) in Eq. 15 expresses the equivalent cost of makespan increments resulted from GA-VNS compared to the minimum makespan resulted from other algorithms. Fig. 5 shows the measure \( \text{SystemCost} \) obtained from the proposed and benchmark algorithms for various task numbers. As can be seen in Fig. 5, \( \text{SystemCost} \) resulted from GA-VNS is higher than the corresponding cost shown in Fig. 3, but still better than the results obtained from other algorithms. Therefore, it can be concluded that GA-VNS is a suitable algorithm in market-based grids, especially for users with critical budget constraints on tasks execution.

5.2 Analyzing two-level grid model

In order to analyze the performance of the proposed two-level grid model, a sample grid system is investigated. This system is composed of three sites; each site has 10 resources with different processing capabilities and unit
prices. Different combinations of MinCTT, MaxCTT, Greedy and GA-VNS are considered to be used by the local scheduler of each site. The results obtained from each of the algorithms are analyzed and the best results showing more satisfaction of deadline constraints are selected inside each of the sites. These results are given back to the meta-scheduler to be used in the next step to construct LP model. Solving the LP model obtained from previous step, the best site to execute each task with the objective of minimizing overall cost of tasks execution is determined.

In order to better evaluate of the proposed algorithm, a model of the execution times of tasks on the resources is required in which the parameters of the model can be manipulated to investigate the performance of the algorithm under different types of tasks and resources. To achieve this, the ETC matrix is used in this paper. Considering the heterogeneity of tasks and resources, gamma distribution and CoV methods are exploited to generate different cases for ETC matrices. Matrices with low- and high-level heterogeneities are generated by setting CoV value to 0.1 and 0.5, respectively. The evaluation is performed in two different cases. In case 1, the effect of different K values on the overall cost of tasks execution is analyzed. In addition, the impact of the various deadline levels to the execution cost and K values is studied in case 1. In case 2, the revenue gained by the site owner is considered and the effect of different resource prices on revenue is studied.

5.2.1 Case 1

In this case, for a given task \(i\), a deadline constraint is computed by Eq. 16.

\[
D (i) = TaskMeanComp(i) + \mu \times TasksMeanExe
\]

where \(TaskMeanComp\) and \(TasksMeanExe\) denote the mean execution time of task \(i\) and the mean execution time of all of the tasks on all resources in the system, respectively. In addition, \(\mu\) is a factor which determines deadline level of a task. Since three different levels of deadline are considered in case 1, the value of \(\mu\) is set to one, two and four. Larger values for factor \(\mu\) show extensive time ranges to execute tasks.

Fig. 6 shows the performance of the model for four different combinations of task and resource heterogeneity. As demonstrated in Fig. 6, in all combinations, increment in deadline results in increasing the number of tasks completed before expiration of deadline. Another interesting point can be observed in Fig. 6 is the effect of deadline on the overall cost of tasks execution in such a way that increment in deadline causes decrement in cost of tasks execution. The reason behind of this matter is that increase in the deadline gives the system more time to execute tasks. Therefore, the system has a possibility to execute more tasks on cheaper resources with longer execution times.

Fig. 6 can also show how variable \(K\) in Eq. 8 can affect the performance of system from cost viewpoint. The vertical dotted lines are representing a minimum number for \(K\) value, so that the system has reached a state which is not possible for remaining tasks to complete their execution before deadline. As a result, total cost of the system has been inclined to infinity. Increasing value of \(K\) (decreasing the minimum number of tasks which should be completed before deadline) helps to create a model with possible solution for assignment of resources to tasks. As the value of \(K\) increases, the total cost of task's execution reduces, because more tasks can be scheduled on lower price resources at the expense of longer finish time.
(a)

(b)

(c)
Fig. 6 – The overall cost of tasks execution for (a) low task heterogeneity, low resource heterogeneity; (b) low task heterogeneity, high resource heterogeneity; (c) high task heterogeneity, high resource heterogeneity; (d) high task heterogeneity, low resource heterogeneity

5.2.2 Case 2

In this case, we analyze the effect of different resource prices on the site owner's revenue. To do this, a newly joined site $S_4$ is considered which contains a single resource $R$. Suppose that the processing speed of new resource $R$ is equal to the average speed of the resources existing in the system. Moreover, the initial price of resource $R$ is set to the minimum price among all the system resources' prices. Afterward, the price of resource $R$ is increased with fixed incremental steps to compute and analyze the revenue of resource owner. The revenue of resource owner is defined as the overall cost gained from executing tasks assigned by the meta-scheduler to that owner. Fig. 7 shows the result of this analysis.
As shown in Fig. 7, there is a certain value for the resource price that gives maximum revenue for the owner. For the prices lower than this value, increasing the price results in more revenue for the owner. In contrast, for the prices higher than this value, the revenue gained by the owner decreases. The reason behind this decrement is that for prices higher than this certain value, tasks' execution cost obtained from this owner becomes an unacceptable value in which the meta-scheduler prefers to send less tasks to that owner to reduce the overall cost of tasks execution which is the main objective of the proposed model. This analysis helps resource providers to offer reasonable prices for their own resources whenever they join the grid system.

6. Conclusions and Future Work

Economy-driven resource management/scheduling is an interesting approach which can help to design scheduling algorithms taking user's preference and requirements into account. In this approach, cost metric plays an important role in the scheduling decisions in which different users may have critical budget constraints and prefer to schedule their own tasks on cheaper resources with the penalty of longer execution times. Considering this issue together with the scalability characteristic of grids, a market-based two-level model is proposed for the problem of scheduling of independent tasks in grid environment. The proposed model considers concurrent users in the environment and attempts to schedule tasks within resources in most economic manner with respect to deadline of the tasks. In addition to this model, a new scheduling heuristic named GA-VNS is proposed to be used within the model. The simulation results show that the GA-VNS outperforms other comparable algorithms in terms of the cost of tasks execution. Moreover, the effect of different tasks' deadlines on the overall cost of tasks execution is studied which shows that larger values for the deadlines result in a scheduling with lower cost.

The grid model used in this paper has an uncomplicated structure which ignores the data and task transmission times between users and sites. Considering limited bandwidth in communication links between resources and schedulers, the data transmission time especially for data-intensive applications could be taken into account. Furthermore, considering the possibility of existing dependencies between tasks which affects on the scheduling order of tasks on the resources, the model can be enhanced to meet dependency constraints. Moreover, the unit prices of all the resources are assumed to be fixed in this paper. Therefore, as another open problem, one can take price dynamicity into account and investigate the effect of different cost functions on the performance of the scheduling algorithm. One possible approach for this problem is to define the price of a resource as a function of the load on the resource. This approach may help to balance the load of the resources in overall system.

Acknowledgment

The authors would like to thank Iran Telecommunication Research Center (ITRC) for their support.
References


