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Abstract—The increasing demand for Web services encourages commercial cloud service providers to publish their own services with various functional and non-functional capabilities in different cloud platforms. The aggregation of atomic services from multiple service repositories is the main idea of the service composition concept in multi-clouds. The cloud Web service composition is a suitable way for satisfying users’ complex requests by integrating services from different clouds in order to create a new value-added composite service. The time required to serve a composite service by a multi-cloud environment is an important parameter, which depends on different factors, ranging from the service composition and selection algorithm to the number of atomic services published in the clouds. In this paper, a model based on Timed Colored Petri Nets (TCPNs) is proposed to evaluate the service composition in multi-cloud environments while minimizing the number of clouds involved in serving a composite service request. The proposed TCPN graphically models the process of request submission, composite service analysis, service selection, and service provisioning in a multi-cloud environment. It also assesses both the mean response time of the environment and the probability of dropping composite requests. The verification of the accuracy of the proposed model is done by comparing the results obtained from the TCPN model, in two different scenarios, with the results from the CloudSim framework. These results confirm that our proposed TCPN model can appropriately model the system and evaluate its performance more efficiently than the CloudSim.

Index Terms—Web service, service composition, multi-clouds, modeling, colored Petri net.

I. INTRODUCTION

CLOUD computing is an elastic service provisioning model which enables on-demand rapid access to a shared pool of computing resources and large storage facilities [1], [2]. It is revolutionizing the entire IT ecosystem and all aspects of our lives. It brings not only the technical change but also impacts enterprise business applications and business models [3], [4]. Nowadays, cloud computing, as a Web and Internet-based computing model, is increasingly used to provide users with software resources in the form of Web services. This makes cloud computing a prominent platform for providing Web services. A Web service is a modular, self-describing, self-contained, well-defined, and Web-accessible software component which is callable with standard Web technologies [5]–[8]. It can be made available by a service provider and invoked by service requesters over the Internet. Due to the vast interest in Web services, various types of these services have been published by providers and made available to customers. Nowadays, most companies and organizations prefer to keep only the main business in-house and outsource other application services over the Internet [6], [7]. For example, large companies such as Google, YouTube, Amazon, Flickr, Twitter, Facebook, and eBay, have offered Web services to provide users with access to their resources and services. According to the statistics from ProgrammableWeb [9] and Nordic APIs [10], two well-known Web service publication Websites, the number of Web services has grown through the recent years, from about 2,500 Web services in 2010 to about 10,000 Web services in 2013, while there were 15,000 available Web services reported on the Web at the end of 2016, and this number is expected to grow in the near future. The growth among the largest cloud Web service providers remains fast because of the revenues. Amazon Web Service (AWS), ranked first in Gartner’s Magic Quadrant for cloud infrastructure services in 2016 [11], followed by Microsoft, IBM, and Google, which contributes about 35% of Amazon’s valuation (121.8 $Bil of 349.4 $Bil). AWS is expected to contribute to about 12% of Amazon’s total revenue by 2020, while this amount was 8.6% in 2016 [12].

Although a Web service is beneficial for both users and providers, in many cases, a single Web service cannot satisfy all requirements of a complex request raised by a user. This is the main motivation for the concept of service composition, which focuses on the design of a new value-added coarse-grain composite service that incorporates existing fine-grain atomic services [2], [4], [7], [8], [13]. In this concept, service components from different providers can be integrated into a composite service to serve a complex request, regardless of their locations, platforms, and performance. Determining the atomic services required in order to satisfy a complex request, selecting appropriate services from a service pool, addressing service composition restrictions, considering important Quality of Service (QoS) attributes during service composition and service selection, and handling the rapid changes in services...
and requests, are some important challenges and considerations which need to be addressed in the service composition problem to fully satisfy a user [14]–[18]. Most of the methods proposed to solve the service composition problem assume that all Web services found in a composition sequence, originate from the same service repository. However, it is very common for service providers to publish their own Web services at different clouds, which has distinct advantages, such as adaptivity, scalability, and transparency of load scheduling [7], [8]. This leads to an emerging topic in Web service composition which is referred to as service composition in multi-cloud environments [2], [4], [7], [8], [19].

The solutions proposed to solve the problem of Web service composition in multi-clouds should not only satisfy user requested QoS requirements, but it should also minimize the number of clouds involved in serving the composite request of a user. The service composition satisfying QoS requirements is an NP-hard optimization problem [8], [14], [15], [20], [21], and taking the details of multi-cloud environments into account for minimizing the number of clouds involved in serving a composite service, makes it even more difficult to solve. There are several approaches to solve the service composition and service selection problems in cloud systems. The main optimization criteria considered in the traditional service composition problem are some QoS attributes which are important for users (e.g., time, cost, security, reliability, etc.) [13], [18], [19], [22], [23]. Moreover, the service composition problem in multi-clouds has been analyzed via cloud federation. The aim of most of the research presented in this area is to satisfy user expected QoS, while the number of clouds involved in serving the request is minimized [2], [4], [7], [8]. Among the approaches proposed to model the process of service composition in clouds [13], [24], [25], none can formally represent the process of service composition in multi-clouds and simultaneously evaluate its performance considering the specific characteristics of the environment. To fulfill this requirement, a model based on Timed Colored Petri Nets (TCPNs) is presented herein to model and evaluate service composition in multi-clouds. TCPN is an extension of Petri Net formalism introduced by Jensen [26], which is suitable for modeling and analysis of distributed and concurrent systems. Colored Petri Nets (CPNs) provide the feature of defining a data structure for each token type, which helps us to distinguish tokens and conveniently model and analyze large and complex systems. Timed extension of CPNs enable analysis of time relationships (e.g. earlier than, later than, etc.).

The aim of the TCPN model proposed herein is to evaluate the mean response time of a multi-cloud environment for composite service requests, while minimizing the number of involved clouds. To achieve this goal, we model the process of request submission, request analysis, service selection, and service provisioning inside a cloud within the multi-cloud environment. In addition to computing the mean response time, the proposed TCPN represents the workflow of service composition and service selection in a multi-cloud environment. Using our proposed model, we can also compute the probability of dropping requests, which may be rejected by the system due to overloads or the lack of sufficient providers upon request arrival. The proposed model is applied to two sample multi-clouds and the results obtained from the CPN Tools [27], which is used as a computer tool to analyze the proposed TCPN model, are compared against the simulation results obtained by the CloudSim framework [28]. The validation results show that the proposed TCPN model can appropriately assess both mean response time and the dropping probability of composite services in multi-cloud environments.

The remainder of this paper is organized as follows. A literature review in the field of Web service composition and service composition in Geo-distributed clouds is given in Section II. In Section III, the system description and some preliminaries about service composition are provided; moreover, the main assumptions about the reference architecture considered in this paper are also given in Section III. Section IV proposes the TCPN model for the cloud Web service composition with details. Section V presents the numerical results obtained from the CPN Tools and CloudSim framework for two different multi-cloud environments. Finally, Section VI concludes the paper and presents future work.

II. RELATED WORK

Cloud Web services and service composition are both emerging topics in the field of cloud and service computing. Most of the research efforts were devoted to the investigation of the optimal composition and selection of Web services, while some other research focused on the evaluation of performance measures and QoS attributes.

A. Service Composition Considering QoS Attributes

Wu et al. [16] have proposed a service composition method that maximizes the overall QoS while meeting user-specified global QoS constraints to overcome the shortcomings of traditional methods. In [16], the concept of generalized component services was presented for the purpose of expanding the candidate space for service selection in order to achieve a better solution. Deng et al. [29] have studied the problem of service selection and composition in mobile communications while both clients and service providers are moving. To this end, they first proposed a mobile service provisioning architecture, and then presented a service composition approach. The efficiency of the approach proposed in [29] was evaluated through a simulation tool built by the authors. Klai et al. [30] have used Symbolic Observation Graphs (SOG) to check the correctness of service composition in clouds regarding event- and state-based LTL. They enriched the verification process of the proposed model by a diagnostic that allows predicting the elasticity of the resource provider service.

Ding et al. [31] have proposed a genetic-based algorithm that optimally solves the service selection problem while considering transactional properties influencing the QoS of the transactional composite Web service. The genetic-based service selection algorithm presented in [31] takes the execution time, price, transactional property, stability, and penalty-factor into consideration to reach a globally optimal service selection. According to [15], the problem of Web service composition satisfying users QoS constraints is a core part
of the cloud manufacturing. To address this problem, Chen et al. [15] have proposed a new method based on multi-objective optimization to help users make a flexible decision. Therefore, the Web service composition in cloud manufacturing system was formulated by a multi-objective optimization model, and then an evolutionary algorithm was developed based on this model. Lu et al. [32] have studied knowledge-based service composition and resource planning in a cloud manufacturing system, with the aim of developing an integrated networking environment to quickly allocate resources while considering the policies imposed on requests and resources by users and providers, respectively. The approach proposed in [32] utilizes distributed knowledge for intelligent service composition and adaptive resource planning, which allows accurate mapping between distributed manufacturing resources and dynamic service requests.

B. Service Composition in Multi-clouds

Zou et al. [7] have proposed three different methods to select a cloud combination, not only for finding a feasible service composition sequence but also for involving the minimum numbers of clouds. Experimental results show that the proposed method based on artificial intelligence can appropriately find sub-optimal cloud combinations. According to the methods presented in [7], Kurdi et al. [2] have proposed a combinatorial optimization algorithm for service composition in a multiple cloud domain, which selects the cloud with the maximum number of atomic services for providing services to complete composite service requests with minimum overhead. Yu et al. [8] have presented two algorithms to select service combinations involving the minimum number of clouds from a multi-cloud environment. The first algorithm proposed in [8] is a greedy algorithm and the other is a heuristic algorithm based on ant colony optimization. The results show that the heuristic algorithm based on the ant colony optimization approach can effectively find cloud combinations with the minimum number of clouds.

Wang et al. [4] have proposed a composition model taking both QoS of services and cloud network environment into consideration. Moreover, they proposed a genetic-based approach for the Web service composition problem in Geo-distributed clouds with the aim of minimizing the Service Level Agreement (SLA) violations. Li et al. [19] have investigated the service selection problem under the service replica limitation constraint in Geo-distributed clouds. They have proposed a service selection algorithm that estimates the communication latency with the network coordinate system, and then finds the services resulting in low latency under replica limitations.

C. Modeling and Evaluation of Service Composition

Bao et al. [13] used Finite State Machine (FSM) to prescribe the correct invocation order of Web services. Moreover, a tree-pruning-based algorithm was proposed in [13] to create the Web service composition tree and generate feasible execution paths, which helps with the optimal path selection. Although FSMs can be used to model Web service composition, they are unable to analyze the efficiency of the composition and require an additional algorithm to assess the performance of each feasible composition. On the other hand, all FSMs corresponding to a Web service composition should be constructed for all possible compositions before being able to solve the problem. Therefore, FSMs do not seem to be a good choice for analyzing the performance of Web service composition. Liu et al. [24] have modeled and analyzed the dynamic execution of service compositions using Petri nets, while taking into account the effect of reliability on performance. The proposed model mostly uses the probabilities that an atomic service is invoked successfully and tries to estimate the probability of a composite service to be successfully invoked. Since transitions of the Petri net proposed in [24] are simple transitions without any time notion assigned, it cannot be used for quantitative analysis. This kind of Petri nets can be used to construct a graph showing the precedence of actions, which is useful in modeling Web service composition, but cannot be used to evaluate the performance by dynamically analyzing the Petri net. Other timed and stochastic extensions of Petri nets can not only show the order of actions, but also analyze the system by solving the net.

Ma et al. [25] have addressed the problem of service discovery in a cloud system by proposing a formal model for services named Abstract State Services (ASSs), which is based on the Abstract State Machines (ASMs) model. The model helps users to conduct a Web search for usable services, extract service components, and recompose the components. The proposed ASS model contains a finite set of services, and a service composition is a selection of atomic services among all services existing in a database. The formalism applied in [25] is useful for formalizing the notion of sequential and parallel actions, but it cannot be used for the purpose of quantitative analysis. In order to analyze the performance of service composition, we should introduce the time notation into the model which was not considered in [25]. Wang et al. [33] have presented a QoS-aware service selection approach, based on the cloud model, to guarantee reliability and real-time requirements. It was used as the basis of a QoS-aware service selection approach solved by mixed integer programming. The effectiveness of the proposed approach in [33] was evaluated by both real-world and randomly generated Web service QoS datasets.

Abdullah et al. [34] have proposed an agent-based model for Web service composition to construct the Service Dependency Graph (SDG). The model was identified as a subgraph of the SDG which captures the functional profile of the web service together with its direct dependencies to other services. Afterwards, an agent-based algorithm was proposed to compose a Web service upon receiving a request from the user. The number of messages transferred to serve a composite service was introduced and evaluated as a performance measure. Chen et al. [35] have proposed a Pareto set model for the QoS-aware Web service composition problem. Using the proposed model, six categories of QoS attributes, according to their different types of aggregation pattern, were studied. Afterwards, by taking advantage of pruning candidates while considering dominance relationships and constraint validations at candidate level, a distributed partial selection algorithm was
proposed. This algorithm can find the optimal compositions by partial selection and composing the potential candidates. Ding et al. [36] have conducted the performance evaluation of transactional composite Web services. In order to address the performance evaluation problem, transactional properties for both single and composite Web services were introduced, and the performance of basic workflow patterns, i.e., sequential, parallel, selectable, and loop, was assessed.

III. System Model

According to the definition provided by IBM, “Web services are a set of emerging standards enabling interoperable integration between heterogeneous IT processes and systems. They can be considered as a new breed of a Web application that is self-contained and self-describing, and it can provide functionality and interoperation ranging from the basic to the most complicated business and scientific processes” [37]. Other definitions and interpretations of a Web service can also be found in the literature, but according to most of the definitions, the main roles involved in Web services are service provider, service registry, and service requester, which correspond to publishing, finding, and invoking Web services, respectively [6]. Although a single Web service can serve some specific and predefined requests of a user, it cannot satisfy all complex requests raised by users nowadays. In order to respond to more complex requests, the Web service composition technology has been proposed and widely used by the academy and industry [6], [14], [22], [38]. Web service composition is the process of aggregating multiple services into a single service, which helps users to reach large-granularity and value-added composite services [2], [6], [7], [13], [38]. To show how to reply to a complex request using the combination of Web services instead of using multiple single services separately, we use the classical example of trip planning. Suppose a user wishes to go for a trip and needs to book a flight and train tickets. Furthermore, the user wants to rent a taxi and book a hotel in the destination. In this scenario, all these activities need to be checked by the user individually using separate Web services, but a travel agent service can satisfy the user’s request by composing different Web services together. Fig. 1 schematically shows the composition of Web services for this example.

Cloud computing is considered as a prominent platform for providing Web services [4], [8], [14]. By increasing the number of cloud service users worldwide, major cloud service providers have been deploying and operating geographically dispersed data centers to better serve the distributed cloud users [4], [21]. At the same time, the Web services provided on clouds grow rapidly. The complex requests submitted by distributed cloud users may need to be replied by different Web service providers in various clouds. Therefore, the concept of multi-clouds has been introduced and recently have attracted much attention. The concept can be found in the literature as multiple clouds, multi-clouds, Geo-distributed clouds, or cloud federation [2], [4], [7], [8], [13], [19], [20]. The multi-cloud Web service composition is an emerging topic trying to respond to complex requests of cloud users by aggregating different Web services provided by probably different service providers on various distributed clouds.

A simple architecture of a multi-cloud environment in which different service providers publish their own Web services is shown in Fig. 2. In this figure, there are four different commercial cloud computing platforms, named C1, C2, C3, and C4, and three different service providers, named A, B, and C. Although there are connections between service providers and clouds in real systems, they are ignored in Fig. 2 to simplify the figure. A service provider may publish different services in a cloud or even publish the same service in different clouds. After publishing a service, it is required that the provider contacts the service registry component to inform it about the location of each service. The service registry is a repository keeping the required information about the location and capabilities of each service and its relevant provider. It can help the cloud combiner component to find the appropriate clouds containing the service requested. The service requesters, also named users, first provide initial and goal descriptions of the service composition request. Next, the composition converter component analyzes the complex request to recognize the required atomic services. Afterwards, it contacts the cloud combiner to select appropriate cloud combination from the multi-cloud environment using a predefined combinatorial selection method. Then, the composition converter informs the cloud combiner of the selected cloud combination, asking to execute the service composition sequence, which can satisfy the goals of the service composition requester.

According to the system model described above, which is compatible with the structures given in [2], [6]–[8], [14], [39], the assumptions considered in the proposed model are as follows.

- The multi-cloud environment is considered as a set of \( N \) clouds, numbered from \( C_1 \) to \( C_N \), each of which containing a set of service files denoted by \( F_i = \{SF_1, SF_2, \ldots, SF_{f_i}\} \) for cloud \( C_i \). Each service file includes a set of atomic services as it can be seen in Fig. 2.
- It is possible for a cloud to have different copies of a service among various service files offered by the same or even different service providers. For example, two copies of service \( S_2 \) exist in two different service files of cloud \( C_1 \), named \( SF_2 \) and \( SF_3 \), in the multi-cloud shown in Fig. 2. Hence, the set of all services provided by cloud
Since a specific service can be provided in different service files of a cloud, there is a capacity for each service in a cloud to represent the maximum instances of the service provided in the cloud. We name this capacity as $q_i^j$ for service $S_j$ provided in cloud $C_i$. For example, in Fig. 2, we have $q_2^1 = 2$, which shows two instances of service $S_2$ are provided in cloud $C_1$. It is worth mentioning that $\sum_{i=1}^{N} q_i^j$ is the number of all services provided in $C_i$, and consequently, $S = \sum_{i=1}^{N} \sum_{j=1}^{q_i^j}$ denotes the number of all services provided in the multi-cloud environment.

There are $M$ users in the system, each user submits a composite request to the composition converter. The composite request of a user (e.g., user $i$) is replied by $K$ different atomic services provided by $C$ different clouds, where $C \leq K$.

For the Web service composition problem considered in this paper, the solution satisfying the composite request of a user is a sequence of tuples, $< S_1, C_1 >, < S_2, C_2 >, \ldots, < S_K, C_K >$, where $S_i$, $S_j$, $S_K$ are atomic services, and $C_1$, $C_2$, $C_K$ are their corresponding clouds selected to serve the user.

The only way to submit a composite request to the environment is delivering it to the composition converter component. This component is responsible for receiving composite requests from users, decomposing and analyzing these requests, specifying the service composition sequences, and contacting other relevant components of the environment to serve the composite requests.

### IV. The Proposed TCPN Model

This section presents the TCPN proposed to model Web service composition in multi-cloud environments. To evaluate the proposed model, we use the well-known CPN Tools [27], which enables modeling, verification, and analysis of CPN models. As an industrial-strength computer tool, the CPN Tools helps the modeler to graphically construct the models, and to analyze them in steady-state. However, because of the inherent constraints of the tool, the modeler needs to change the original model to be able to make use of the CPN Tools. Due to the tool constraints and in order to facilitate the understanding of the model, we first introduce the model in its abstract form in Section IV-A, and then change some parts of it and propose the low-level model, in Section IV-B, that can be modeled and analyzed with the CPN Tools.

#### A. Abstract View of the Proposed TCPN Model

The high-level TCPN model proposed for the cloud Web service composition is shown in Fig. 3. As it can be seen in this figure, each component of the system, corresponding to the components shown in Fig. 2, is surrounded by a dashed line box. The left most component is the service requester, which models the arrival process of requests to the environment. The place $P_{Start}$ represents the potential requests from the clients. There are $M$ tokens in this place at the beginning, which shows the number of potential users who can submit composite requests. The existence of a token in place $P_{Start}$ enables timed transition $T_{Arrive}$. After enabling, it takes some time for transition $T_{Arrive}$ to fire. The firing time of this transition, which shows the inter-arrival time of composite requests, is considered to follow an exponential distribution with the rate $\lambda$. The assumption of considering exponential distribution
for the inter-arrival time between two consecutive requests is an acceptable assumption, adopted in many research work in this area [40]–[45]. In addition to the inter-arrival times of requests, the service time of requests and data transmission time are considered to follow exponential distributions, which is also compatible with the previously presented analytical models in the related art [40]–[44].

Once timed transition $T_{\text{Arrive}}$ fires, a token is removed from place $P_{\text{Start}}$ and deposited into place $P_{\text{Compose}}$, which means a request is submitted to the composition converter. As mentioned in Section III, the component composition converter is responsible for receiving and analyzing users' composite requests in order to specify the number/types of atomic services of each composite service. This component's task is modeled by timed transition $T_{\text{Compose}}$. The firing time of this transition follows an exponential distribution function with the mean $1/\mu$, which represents the mean time of serving a composite service request which is defined as the time to analyze the composite request and recognize the atomic services required for satisfying the composite request. Suppose that a composite request requires $K$ different services named $S_1, S_2, \ldots, S_K$ to be served. To model this, transition $T_{\text{Compose}}$ removes a token from place $P_{\text{Compose}}$ and puts $K$ tokens in places $P_{\text{Service}_1}$ to $P_{\text{Service}_K}$, a single token per place. As shown in Fig. 3, there is an inhibitor arc from each place $P_{\text{Service}_j}$, $1 \leq j \leq S$, to transition $T_{\text{Compose}}$. These arcs correspond to the maximum instances of each service type provided by the environment. For example, the number $q_1$, specified as the multiplicity of the inhibitor arc between place $P_{\text{Service}_1}$ and transition $T_{\text{Compose}}$, represents that there are in total $q_1$ instances of service $S_1$ in the multi-cloud environment. More precisely, $q_1 = \sum_{i=1}^{N} q_i$, where $N$ is the number of all clouds in the environment. If there are more than $q_1$ requests for service $S_1$ in a time instant, $q_1$ requests are dispatched among the clouds and the remaining are dropped from the system. It is worth mentioning that dropping only one atomic service of a composite service causes the whole composite service to be dropped. Therefore, the dropping probability of composite services can be computed by counting the number of tokens dropped at this point.

The existence of a token in place $P_{\text{Service}_j}$ shows that the service $S_j$ should be served by one of the clouds offering this service. By adding a token to each place $P_{\text{Service}_j}$, its related immediate transition, named $t_{\text{Deliver}_j}$, is enabled and can fire. The firing time of an immediate transition is zero, so these types of transitions are used to model immediate actions. Once transition $t_{\text{Deliver}_j}$ fires, a token is removed from place $P_{\text{Service}_j}$, and deposited into place $P_{\text{Combiner}}$. This process shows that the composition converter component has finished its task, and delivered the specification of the required services.

Fig. 3. The high-level TCPN model of cloud Web service composition
to the cloud combiner component. Therefore, there will be \( K \) tokens with different colors (services) inside place \( P_{\text{Combiner}} \), which should be dispatched among the clouds providing the services. The cloud combiner has enough information about the specification of the services provided in each cloud. Hence, it can figure out the proper cloud to select for serving the requested service.

Without loss of generality, we assume that the clouds \( C_1, C_2, \ldots, C_N \) shown in Fig. 3 are sorted descendingly according to the number of service types they provide, i.e., the number of the service types provided in cloud \( C_i \) is greater than or equal to that of cloud \( C_{i+1} \). Considering this assumption, if both clouds \( C_i \) and \( C_{i+1} \) offer the service \( S_j \), we assign higher priority to \( C_i \). This simple assumption helps us to straightforwardly model the system and find the set of required services with the minimum number of clouds involved. According to the description given above, assume there is a request for service \( S_j \) in place \( P \), and this service is provided by both \( C_i \) and \( C_{i+1} \). In this case, both timed transitions \( T_{\text{Transfer}} \) and \( T_{\text{Transfer}+1} \) are enabled. If the numbers of waiting requests for service \( S_j \) in \( C_i \) and \( C_{i+1} \) do not exceed the maximum number of service instances provided by these clouds, called \( q_j \) and \( q_{j+1} \), respectively, cloud \( C_i \) is selected to host the new request based on the priority mechanism mentioned above. However, if the capacity of the waiting queue of service \( S_j \) in \( C_i \) is saturated, cloud \( C_{i+1} \) is selected to provide this service to the user. The number of all instances of service \( S_j \) provided by cloud \( C_i \) is modeled by an inhibitor arc with multiplicity \( q_j \). These numbers correspond to the numbers used as arc multiplicities in part composition converter in which \( q_j = \sum_{i=1}^{N} q_{ij} \) for all \( j \), \( 1 \leq j \leq S \).

Assuming that cloud \( C_i \) is selected to provide service \( S_j \), timed transition \( T_{\text{Transfer}} \) fires and puts a token in place \( P_{\text{Service}_j} \). The time assigned to transition \( T_{\text{Transfer}} \), which follows an exponential distribution with rate \( \alpha \), represents the time required to redirect the service request to the selected cloud, and transfer the required data. This process is done for all \( K \) tokens in \( P_{\text{Combiner}} \), until all tokens of a composite request are sent to appropriate clouds. The existence of a token in place \( P_{\text{Service}_j} \) enables timed transition \( T_{\text{Service}_j} \) that models providing service \( S_j \) in cloud \( C_i \). The time assigned to transition \( T_{\text{Service}_j} \) follows an exponential distribution with \( \frac{1}{\mu_j} \). After finishing service \( S_j \) by cloud \( C_i \), a token is removed from place \( P_{\text{Service}_j} \) and put into place \( P_{\text{Final}} \). Logically, this place is located inside the component cloud combiner, so the cloud combiner is specified as two parts in the model. When all \( K \) tokens of a composite service request reach the place \( P_{\text{Final}} \), the multi-cloud environment finishes serving the composite request, and the user can exit the system. In this case, after measuring the time taken by each of the \( K \) atomic services belonging to a composite service, the maximum time is reported as the response time of the multi-cloud environment for the composite service. This represents the total time a composite service request spends in the system (sojourn time). Serving all \( M \) users and computing the response time of the multi-cloud environment for \( M \) composite requests, we can compute the mean response time of the environment for a composite service.

The abstract TCPN model presented in Fig. 3 cannot be evaluated in this form because the data structures (colors) should be defined, and each request should be assigned with an ID so that we can track it and compute its corresponding response time. Moreover, some details should be added to the model for gathering data from the tokens circulating in the model and analyzing it. The capacity of each cloud for providing a specified service, and the mechanism which occurs for each condition should be also defined clearly. Therefore, we need to refine the model one step further to reach an analyzable version.

### B. The Concrete TCPN Model

The model presented in this section is based on the high-level model proposed in Fig. 3, with some important details appended to it in order to satisfy the tool constraints and to analyze the model. At the beginning, we need to define data structures for the colors. In describing the model shown in Fig. 3, we only mentioned tokens without referring to their colors or data types. However, one of the main strengths of the model proposed in this paper is to use different token types, which helps us distinguish various composite service requests and atomic services. Using TCPN formalism and CPN Tools, we can define different token types and change the types or their values when a token transits through a timed/immediate transition. In addition to the token types, each token in TCPN has a time attribute. When the global time of CPN tools is equal or greater than the token time attribute, the corresponding transition is enabled and can fire.

In the first step, two parts of the model labeled service requester and composition converter in Fig. 3 are modified as depicted in Fig. 4. At the beginning, place \( P_{\text{Start}} \) contains a token with token type (color) named \( \text{REQSET} \) including three numbers: an integer to keep the ID of each composite request \( (id) \); a real number to store the arrival time of the request \( (t) \); and another real number to save the total time a request spends in the system \( (T) \). The initial values of these parameters are \( id = 1 \), \( t = 0.0 \), and \( T = 0.0 \), which show a composite service request with ID number 1 is submitted to the multi-cloud environment at time 0.0, and the sojourn time of the request is 0.0 at the beginning. The timed transition \( T_{\text{Arrive}} \) models the inter-arrival times of composite requests and is responsible for loading parameter \( T \) in token type \( \text{REQSET} \). Upon firing this transition, a token of the type \( \text{REQSET} \) named \( \text{request} \) is removed from place \( P_{\text{Start}} \) and a token with the same type is deposited into place \( P_{\text{Compose}} \) by applying function \( \text{addTime} \). This function loads parameter \( T \) of the token \( \text{request} \) with a real number generated by an exponential distribution function with rate \( \lambda \). As it can be seen in Fig. 4, there exists only one token in place \( P_{\text{Start}} \) at each time instant. However, we need to analyze the model when the number of potential users is \( M \), as shown in Fig. 3. To model this, transition \( T_{\text{Arrive}} \) is connected to place \( P_{\text{Start}} \) with an output arc which puts a new token of the type \( \text{REQSET} \) in this place when it fires. The value of the parameter named \( id \) of tokens, which are deposited into place
$P_{\text{Start}}$ by transition $T_{\text{Arrive}}$, is increased by one. We define a guard function for transition $T_{\text{Arrive}}$, named $Guard_1$, to control the number of firings of the transition to accept only $M$ composite service requests. The guard function $Guard_1$ is represented in Table I.

The existence of a token in place $P_{\text{Compose}}$ enables timed transition $T_{\text{Compose}}$. Upon firing this transition, a token of the type $REQSET$ named request is removed from $P_{\text{Compose}}$ and a new token of the type $COMSET$ is deposited into place $P_{\text{CompositeService}}$ by applying function compose. The token type $COMSET$ extends the type $REQSET$ by introducing a new variable named $Serv[]$ in order to save the atomic services of a composite service request. The new token in place $P_{\text{CompositeService}}$ contains the atomic services of a composite service in the form of $Serv[]$, which are randomly determined from the set of service types provided by the multi-cloud environment. Moreover, the time parameter $T$ in token type $REQSET$ is updated by adding a real number obtained from an exponential function with rate $\mu$ when a token transits through $T_{\text{Compose}}$. Since the concept of the inhibitor arc is considered as an extension to the basic definition of Petri nets, some tools (e.g., CPN Tools) do not provide support for it. To consider the concept of the inhibitor arc, we add new places named $\text{Guard}_1$ and $\text{Guard}_2$ to transition $T_{\text{Arrive}}$, as shown in Fig. 4.

The immediate transition $t_{\text{check}}$ removes a token of the type $COMSET$ from place $P_{\text{CompositeService}}$, called service, together with another token of the type $CAPSET$ from place $P_{\text{totalCapacity}}$, called capToken, and puts $K$ tokens of the type $SERSET$ into place $P_{\text{Combiner}}$ by applying the $\text{unpack}$ function. Each token in $P_{\text{Combiner}}$ represents an atomic service which should be provided in order to respond to the composite service. A guard function, named $Guard_2$ in Fig. 4, is assigned to transition $t_{\text{check}}$ to check the availability of an atomic service when requested. The pseudocode of this guard function is shown in Table I. As mentioned earlier, if a composite service request needs an atomic service that is not available at that time instant, the composite service is dropped. We compute the dropping probability of composite requests by counting the number of composite requests dropped by transition $t_{\text{check}}$ and dividing it by the total number of composite service requests submitted to the composition converter. The token type $SERSET$ inherits parameters $id$, $t$ and $T$ from the type $COMSET$, and considers two new parameters named $\text{Num}$ and $\text{Flag}$. The Num parameter is an integer number showing the number of atomic services required to serve the current composite service (the size of vector $Serv[]$ in type $COMSET$), and $\text{Flag}$ is the ID of each atomic service. Since it is assumed that a composite service request contains $K$ atomic services, we assign $\text{Num} = K$. Upon firing transition $t_{\text{check}}$, tokens in place $P_{\text{totalCapacity}}$ are updated by decreasing the capacity parameter of each service sent to place $P_{\text{Combiner}}$ by using the function $\text{newCapacity}$. It is worth mentioning that the capacity of each atomic service, which is decreased upon firing $t_{\text{check}}$, is increased when the service is provided, as will be discussed later.

The concrete model of the cloud combiner together with one of the clouds is shown in Fig. 5. To simplify the description of the model, we only represent the interaction between the component cloud combiner and cloud $C_i$, ignoring other clouds in the multi-cloud environment because the connections between other clouds and the cloud combiner are the same as those shown in Fig. 5. The decision about sending a service request to a cloud is made by the cloud combiner, according to the mechanism mentioned in Section IV-A in which the clouds are checked based on their indexes; the lower index shows the higher priority. If a cloud with higher priority is offering the requested atomic service and it has enough capacity to host the service request, the request is assigned to it. Regarding this mechanism, suppose that the cloud combiner decides to
assign service $S_k$ to cloud $C_i$. In this case, timed transition $T_{Transfer_i}$ removes a token of the type SERSET from place $P_{Combiner_i}$ named atomicReq in which the Flag parameter of atomicReq is equal to $k$, and searches for a relevant token of the type CAPSET in place $P_{Capacity_i}$ named capToken. The place $P_{Capacity_i}$ is the same as the one used for $P_{TotalCapacity}$. In order to model the aforementioned mechanism, timed transition $T_{Transfer_i}$ is equipped with two guard functions, named $Guard_3$ and $Guard_4$, as shown in Table I. The guard function $Guard_3$ checks the capacity of the current cloud, $C_i$, for providing the requested atomic service, $S_k$, while $Guard_4$ checks the clouds with higher priorities, $C_1$ to $C_{i-1}$, to make sure that none of them have the capacity to provide service $S_k$. If both guard functions are evaluated to true, transition $T_{Transfer_i}$ fires and moves a token of the type SERSET, named atomicReq, from place $P_{Combiner_i}$ to place $P_{Service_i}$. When the token transits through $T_{Transfer_i}$, the parameter $T$ of the token is updated by adding a random number obtained from an exponential distribution function with rate $\mu_i$. It should be noted that the target place $P_{Service_i}$ is selected by the functions sendService which are associated with the arcs connecting transition $T_{Transfer_i}$ to places $P_{Service_i}$ for $j, 1 \leq j \leq si$, according to the Flag parameter of token atomicReq. Therefore, we only load the place $P_{Service_i}$ with a token upon firing $T_{Transfer_i}$, in Fig. 5, since it is assumed that service $S_k$ is sent to cloud $C_i$.

The existence of a token in place $P_{Service_i}$ enables timed transition $T_{Service_i}$ modeling the process of providing service $S_k$ by a service provider in cloud $C_i$. As can be seen in Fig. 5, the firing time of this transition follows an exponential distribution with rate $\mu_i$. This transition moves a token of the type SERSET from place $P_{Service_i}$ and puts a token with the same type into place $P_{Final}$, while updating the parameter $T$ of the token named atomicReq. It is worthwhile to note that all transitions $T_{Service_j}, 1 \leq j \leq si$ act as transition $T_{Service_i}$, moving a SERSET token from their own input places, and depositing another SERSET token into their output place, $P_{Final}$. However, the focus in Fig. 5 is on providing service $S_k$ by cloud $C_i$, so we do not explain other services provided by this cloud. In addition to moving a token from $P_{Service_i}$ to $P_{Final}$, transition $T_{Service_i}$ is responsible for returning the service $S_k$ back to both places $P_{TotalCapacity}$ and $P_{Capacity}$, which is done by the function returnService that increases the capacity parameter of tokens capToken by one upon firing $T_{Service_i}$.

The place $P_{Final}$ acts as a repository, which collects all tokens representing atomic services of a composite service provided by various clouds. Since we assign a unique ID to a composite service request at the beginning and keep the numbers of all atomic services of the composite request inside token type SERSET, named id and Num respectively, we can compute the time a composite service is completely served. To model this, we use a timed transition named $T_{Final}$ with an exponential firing distribution. The firing rate of this transition

<table>
<thead>
<tr>
<th>Guard</th>
<th>Relevant transition</th>
<th>Function</th>
</tr>
</thead>
</table>
| $[Guard_1]$ | $T_{Arrive}$ | guardFunc $Guard_1(request:REQSET)$; 
if request.id <= $M$
    return true;
else
    return false; |
| $[Guard_2]$ | $t_{Check}$ | guardFunc $Guard_2(service:COMSET, capToken:CAPSET)$;
for $i=1:k$
    for each (id, num) in capToken
        if (id = service.Serv[i]) && (num > 0) then
            x=true;
        else
            x=false;
        end for
    end for
    return $x$; |
| $[Guard_3]$ | $T_{Transfer_i}$ | guardFunc $Guard_3(atomicReq:SERSET, capToken_i:CAPSET)$;
for each (id, num) in capToken_i
    if (id = atomicReq.Flag) && (num > 0) then
        return true;
    else
        return false;
    end for
| $[Guard_4]$ | $T_{Transfer_i}$ | guardFunc $Guard_4(atomicReq:SERSET, capToken_j:CAPSET)$;
for each (id, num) in capToken_j // $1 \leq j \leq i-1$
    if (id = atomicReq.Flag) && (num > 0) then
        return false;
    else
        return true;
end for |
V. NUMERICAL RESULTS

In this section, numerical results obtained by the proposed TCPN model are reported. As mentioned earlier, the aim of the proposed TCPN is to model the process of service composition and selection in multi-cloud environments and evaluate both the mean response time and the dropping probability of composite service requests. In order to study different combinations and service varieties in the clouds, we consider two scenarios in this section. In the first scenario, given in Section V-A, a small multi-cloud environment with three clouds and a limited number of services is studied, while in the second scenario, given in Section V-B, a larger system with higher number of clouds and services is considered. In order to validate the results obtained from the TCPN models, we simulate the sample systems considered in both scenarios with the CloudSim framework [28]. CloudSim is a Java based development platform which supports the simulation of large-scale cloud computing environments. It provides users with the ability to extend the existing functions and introduce new ones to satisfy the requirements of the system under study. We extend the CloudSim framework by defining appropriate functions to model the multi-cloud environment and reducing the minimum period between events to increase the precision of the results. The results gained from the CloudSim toolkit are presented and compared with the results obtained using the CPN Tools for each scenario.

A. First Scenario

In this scenario, a multi-cloud environment with three clouds and five different service types is considered ($N = 3$ and $S = 5$). The number of service instances provided in each cloud $q_i$, and their related rates $\mu_i^j$ ($1 \leq i \leq 3$, $1 \leq j \leq 5$) are shown in Table II. Using the information provided in Table II, we can compute the number of all instances of a given service existing in the environment ($q_j = \sum_{i=1}^{3} q_i^j$, $1 \leq j \leq 5$).

The rate of the exponential functions assigned to transitions $T_{\text{Transfer}_i}$, $1 \leq i \leq 3$, which model the times required to redirect a service request to the clouds and transfer the required data between the cloud combiner and clouds, are set to 20, 30, and 25 req/sec for clouds $C_1$, $C_2$, and $C_3$, respectively ($\alpha_1 = 20$, $\alpha_2 = 30$, and $\alpha_3 = 25$). Moreover, the mean time for serving a composite request to analyze it and recognize
its atomic services is set to $1/50 \text{ sec} (\mu = 50 \text{ req/sec}).$ The arrival rate of composite requests and the number of potential users are set to 10 req/sec and 100,000 users, respectively ($\lambda = 10$ and $M = 100,000$). All these numbers are selected randomly and can be replaced by any other values.

The above-mentioned scenario is modeled by the CPN Tools and simulated by the CloudSim framework, and the mean response time of the multi-cloud environment for composite service requests and the dropping probability of them are evaluated. Fig. 6 shows the proposed TCPN model established with the CPN Tools. As shown in this figure, the clouds are sorted according to the number of service types provided in each of them. Cloud $C_2$ is the one with highest priority and $C_3$ the lowest one. As noted before, the total number of composite service requests which should be served by the environment is considered to be $M = 100,000$ requests. To make sure that the transient state of the system and the initial conditions do not affect the final results and to reach more dependable results, we take the first $5,000$ requests away and compute the steady-state mean response time and dropping probability for the remaining $95,000$ requests. Fig. 7 and Fig. 8 show the mean response time and dropping probability of composite service requests for the first $5,000$ requests, respectively. These figures show that the results converge to the steady-state values after serving a few number of requests in both the TCPN model and CloudSim.

Table III shows the mean response time of the considered multi-cloud for composite service requests and the dropping probability of composite requests obtained both using the CPN Tools and CloudSim in the steady-state. As it can be seen in this table, the relative errors between the values obtained with the proposed model and simulation are $1.85\%$ and $0.62\%$ for
the mean response time and dropping probability, respectively. Hence, we can conclude that the proposed TCPN model allows to appropriately model and evaluate the service composition in the small multi-cloud environment considered in the first scenario.

**B. Second Scenario**

In the scenario with a larger multi-cloud environment, 10 clouds and 15 different service types are considered ($N = 10$ and $S = 15$). Table IV shows the number of instances of each service type provided in each cloud and its related rate, which are randomly chosen in the ranges $[1, 10]$ and $[1, 100]$, respectively. Each cell in Table IV contains a tuple $(q_j^i, \mu_j^i)$, where $q_j^i$ is the number of instances of service $S_j$ provided in cloud $C_i$ and $\mu_j^i$ is its related rate, where $1 \leq i \leq 10$ and $1 \leq j \leq 15$. The notation $NA$, in row $i$ column $j$ of Table IV, means that cloud $C_i$ does not provide service $S_j$. The dimension of all rates and times are $req/sec$ and $sec$, respectively. The rate of the exponential functions assigned to transitions $T_{Transfer_i}$, $1 \leq i \leq 10$, are randomly selected between 200 and 500 resulting in $\alpha_1 = 237$, $\alpha_2 = 305$, $\alpha_3 = 226$, $\alpha_4 = 487$, $\alpha_5 = 398$, $\alpha_6 = 473$, $\alpha_7 = 350$, $\alpha_8 = 360$, $\alpha_9 = 489$, and $\alpha_{10} = 497$. Moreover, the mean time of splitting a composite service into atomic services is considered to be $1/1000 \ sec$ ($\mu = 1000 \ req/sec$). The total number of composite service requests is set to 100,000 ($M = 100,000$). Similar to the first scenario, we eliminate the first 5,000 requests from the results and compute the mean response time and the dropping probability of requests for the remaining 95,000 requests to reach the steady-state.

In order to study the impact of inter-arrival time of composite service requests on the final results, we vary the arrival rates from 100 to 500 $req/sec$ with incremental step 50, and study the behavior of output measures. Fig. 9 and Fig. 10 show the mean response time and the dropping probability of composite service requests, respectively. As shown in these figures, the proposed TCPN model can appropriately evaluate the system and reach the results obtained with the CloudSim. Moreover, it can be concluded from Fig. 10 that the blocking probability of composite requests increases with the increase of the arrival rate of requests. This is a reasonable conclusion since the capacity of the multi-cloud environment in providing service is fixed. Hence, more requests will be dropped when they enter the environment more frequently.

Although the results obtained from the proposed TCPN model and the simulation framework are very close, as shown in Fig. 9 and Fig. 10, the time required to reach the steady-state results are very different in CPN Tools and CloudSim framework, emphasizing the power of the proposed modeling approach in analyzing complex systems. For example, in the above-mentioned setting if we set $\lambda = 500$ and $M = 100,000$, the time required to serve all requests in the CPN Tools and CloudSim will be around 2 min and 97 min, respectively. Furthermore, the proposed TCPN model is scalable with respect to the number of total composite requests served in the environment, which allows us to set the population of the system to a large number in all experiments, but the limiting factor is the simulation with CloudSim which takes much more time to get results. For example, if $\lambda = 500$ and $M = 1,000,000$, it takes about 10 min for the TCPN model to serve all requests, while CloudSim needs more than 12 hours to finish. It is worth mentioning that all experiments are conducted on a Linux Server with Intel® Xeon® CPU E5-2690 v2 @ 3.00 GHz and 256 GB of RAM running 64-bit Ubuntu 14.04.1.

**VI. Conclusion and Future Work**

Multi-cloud environments provide users with a variety of services published by different service providers with different Quality of Services (QoS). In these environments, different services from Geo-distributed clouds come together to respond to composite service requests raised by users. A composite service request is first analyzed by the cloud broker, and then redirected to the clouds to be served. A composite service request is served when all its atomic services are provided by
the multi-cloud environment. In order to formally model the procedure of request submission to a multi-cloud and service provisioning in each cloud, we proposed a Timed Colored Petri Net (TCPN) model in this paper. We simulated the system under study using the CloudSim framework and compared the results obtained from the proposed TCPN model with the results achieved from the CloudSim. We concluded that our proposed model can appropriately assess the performance in a very short time compared to CloudSim.

The previously presented approaches in this area mostly focused on finding the semi-optimal composition of services in order to achieve better QoS while ignoring any formal modeling or analysis of the system [2], [4], [7], [8], [15], [16], [19], [29], [31], [32], [35]. Since the nature of the Web service composition and selection problem is NP-complete, most of the approaches used heuristics to solve the above-mentioned problem [4], [15], [16], [29], [31], [32]. On the other hand, some of the previous methods focused on modeling the problem of the Web service composition without taking into account any performance measures [13], [24], [25]. These models, which have basically used different extensions of state machines and Petri nets, can represent the workflow of the system and composition of atomic services to serve a complex service, but they fail in evaluating the performance of real world systems. However, the model proposed in this paper not only can graphically represent the structure and workflow of serving a composite request, but it can also analyze the system and evaluate the performance. The proposed model, which considers the hierarchical structure of multi-clouds, is able to accurately estimate two important measures of these kinds of systems: the mean response time of the environment for composite service requests and the dropping probability of requests.

By applying the colored extensions of Petri nets, we can distinguish different requests and atomic services which is crucial in modeling Web service composition in multi-clouds. This is critical because each cloud in a multi-cloud environment can provide a various number of a specific type atomic service and each composite request can demand different atomic services. TCPNs provide us with the capability of modeling such a complex system whereas other extensions of Petri nets could not handle it easily [24]. In addition to modeling the system and computing the performance measures, our proposed model reduces the number of clouds involved in serving a composite service by applying a simple mechanism for sorting the clouds according to the number of services provided by each of them. Since the proposed model is designed to be applied to multi-clouds, reducing the number of clouds serving a single composite service is of utmost importance [2], [4], [8], [19].

There is a number of research issues remaining open for future work. One interesting extension would be to use Markov Decision Process (MDP) in the body of the proposed TCPN model. Herein, we sort the clouds according to the number of services provided in each cloud, and then select a cloud with the maximum numbers of services to host an atomic service if it provides the requested service and has enough

**TABLE IV**

<table>
<thead>
<tr>
<th>Clouds</th>
<th>s_1</th>
<th>s_2</th>
<th>s_3</th>
<th>s_4</th>
<th>s_5</th>
<th>s_6</th>
<th>s_7</th>
<th>s_8</th>
<th>s_9</th>
<th>s_10</th>
<th>s_11</th>
<th>s_12</th>
<th>s_13</th>
<th>s_14</th>
<th>s_15</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_1</td>
<td>(8, 40)</td>
<td>(10, 87)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>(10, 80)</td>
<td>NA</td>
<td>NA</td>
<td>(9, 95)</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>C_2</td>
<td>(10, 39)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>(1, 55)</td>
<td>NA</td>
<td>NA</td>
<td>(10, 12)</td>
<td>NA</td>
<td>NA</td>
<td>(9, 18)</td>
<td>NA</td>
<td>NA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C_3</td>
<td>NA</td>
<td>(1, 18)</td>
<td>(3, 96)</td>
<td>NA</td>
<td>NA</td>
<td>(10, 25)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>(6, 53)</td>
<td>NA</td>
<td>(8, 85)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C_4</td>
<td>NA</td>
<td>(6, 14)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>(4, 10)</td>
<td>(6, 59)</td>
<td>(1, 31)</td>
<td>NA</td>
<td>(2, 35)</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>C_5</td>
<td>(5, 82)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>(8, 95)</td>
<td>NA</td>
<td>(9, 66)</td>
<td>NA</td>
<td>(1, 88)</td>
<td>(4, 85)</td>
<td>NA</td>
<td>NA</td>
<td>(10, 59)</td>
<td>(6, 4)</td>
<td></td>
</tr>
<tr>
<td>C_6</td>
<td>NA</td>
<td>(7, 95)</td>
<td>(3, 91)</td>
<td>(10, 96)</td>
<td>NA</td>
<td>NA</td>
<td>(4, 56)</td>
<td>NA</td>
<td>(6, 62)</td>
<td>(1, 20)</td>
<td>(1, 27)</td>
<td>NA</td>
<td>(8, 10)</td>
<td>(8, 4)</td>
<td></td>
</tr>
<tr>
<td>C_7</td>
<td>NA</td>
<td>NA</td>
<td>(1, 33)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>(5, 64)</td>
<td>NA</td>
<td>(5, 87)</td>
<td>(4, 11)</td>
<td>(6, 1)</td>
<td></td>
</tr>
<tr>
<td>C_8</td>
<td>NA</td>
<td>(4, 92)</td>
<td>(3, 22)</td>
<td>(8, 69)</td>
<td>(1, 55)</td>
<td>(4, 66)</td>
<td>(2, 13)</td>
<td>NA</td>
<td>(9, 33)</td>
<td>(3, 1)</td>
<td>NA</td>
<td>(3, 79)</td>
<td>(6, 58)</td>
<td>(7, 30)</td>
<td></td>
</tr>
<tr>
<td>C_9</td>
<td>(2, 80)</td>
<td>NA</td>
<td>(7, 52)</td>
<td>(7, 83)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>(4, 57)</td>
<td>(9, 96)</td>
<td>NA</td>
<td>(3, 43)</td>
<td>NA</td>
<td>(5, 31)</td>
<td></td>
</tr>
<tr>
<td>C_10</td>
<td>NA</td>
<td>(3, 96)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>(2, 19)</td>
<td>NA</td>
<td>NA</td>
<td>(4, 31)</td>
<td>NA</td>
<td>NA</td>
<td>(2, 79)</td>
<td>(9, 63)</td>
<td>(6, 53)</td>
<td></td>
</tr>
</tbody>
</table>

![Fig. 9](image1.png) The mean response time of the multi-cloud environment considered in the second scenario for composite service requests

![Fig. 10](image2.png) The dropping probability of composite service requests in the second scenario
capacity. Although this approach can reduce the number of clouds involved in serving a composite service request, it reduces neither the mean response time of the environment nor the dropping probability of requests. To simultaneously reduce the number of clouds involved in serving a composite service request and improve the performance (e.g., mean response time, dropping probability, etc.), one can use Markov Decision Petri Nets (MDPNs) and Markov Decision Well-Formed Nets (MDWNs) which combine MDP with PNs. Using MDPNs and MDWNs in modeling such a system and taking more details of a real system into consideration in a mathematical model may lead to simultaneously minimizing the number of clouds involved in providing a service and the mean response time of requests (or the dropping probability).

Another interesting extension to the proposed TCPN model is modifying the model and adding more details to the tokens to consider the deadline factor for each composite service request. In this case, the cost function and the penalty which should be imposed upon missing a deadline could be taken into account. Considering QoS attributes in token types, taking bandwidth variations across the interconnected clouds into account, considering performance effects due to the contention on shared resources, and studying different administration policies applied to each cloud, we can reach a more comprehensive service composition model. Moreover, assigning priority to composite service requests from different classes of users, and assigning the faster and more reliable services to the users with higher priorities can make the model to be more practical and applicable.
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