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Data aggregation is a very important method to conserve energy by eliminating the inherent redundancy
of raw data in dense WSNs. Although structured approaches are particularly useful for data gathering
applications, they incur high maintenance overhead in dynamic scenarios for event-based applications.
Moreover, a WSN should be capable of timely fulfilling its mission without losing important information
in event-critical applications. In this paper, we focus on designing a structure-free Real-time data AGgre-
gation protocol, RAG, using two mechanisms for temporal and spatial convergence of packets – Judi-
ciously Waiting policy and Real-time Data-aware Anycasting policy. Using extensive simulations in
NS-2, we investigate the performance of RAG in terms of aggregation gain, miss ratio, energy consump-
tion, and end-to-end delay for WSNs.
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1. Introduction

Recent advancement in wireless communications, Micro Electro
Mechanical Systems (MEMS), and also a tendency to use low cost,
tiny, and autonomous high performance products have led to the
emergence of Wireless Sensor Networks (WSNs) [1]. A WSN con-
tains a set of thousands or more sensor nodes densely deployed
in different environments to monitor temperature, pressure, light,
or other physical information. The limited energy of nodes seeks to
utilize energy efficient routing algorithms for achieving long-lived
wireless multi-hop networks where communication costs (trans-
mission power) are usually more expensive than computing costs
[2].

Moreover, it is highly possible that nodes located at the moni-
tored area sense repeated or redundant data. Therefore, much en-
ergy is dissipated if all these redundant data are forwarded over
the network. Data aggregation is a promised technique aiming to
reduce the number of packet transmissions and remove the inher-
ent redundancy of raw data by exploiting in-network processing
[2].

To aggregate data, every node combines all the received packets
with its own packet into a single packet of fixed-size according to
some aggregation function such as logical and/or, average, maxi-
mum, or minimum and then forwards it to upper nodes. A routing
for data aggregation is a spanning inward architecture of the com-
munication topology rooted at the sink of the aggregation [3].
ll rights reserved.
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The two necessary conditions for efficient data aggregation are
spatial and temporal convergence [4,5]. Thus, the main challenges
are building up proper routes and also applying efficient timing
control mechanisms to the packets in such a way that they have
more chance to meet at the same node at the same time. Actually,
different streams are aggregated if they happen to intersect on
their way to the sink. Approaching this goal, we have to hold pack-
ets in intermediate nodes to promote aggregation efficiency. More
waiting time can lead to the collection of more data, the increase of
aggregation gain, and vice versa. Therefore, data aggregation has a
tradeoff relationship with the delay.

Although energy efficiency is usually the primary concern in
WSNs, the requirement of real-time communication is becoming
more and more important in emerging applications. A real-time
sensor system has many applications, especially in intruder track-
ing, medical care, fire monitoring, and structural health diagnosis.
However, its wireless nature, limited resources (power, processing,
and memory), low node reliability, and dynamic network topology
dramatically make it different from the traditional real-time sys-
tems. Here, outdated information would be irrelevant and even
lead to negative effects on the system monitoring and control.
However, aggregation extends the queuing delay at the intermedi-
ate nodes and can thus complicate the handling of delay-con-
strained data. Therefore, a key issue is how to effectively route
and hold delay-constrained data so that real-time applications
can be supported with a minimum power-consumption.

Besides, in the literature, most of the present routing schemes
for data aggregation rely on a structured architecture, such as clus-
ter-based [6,7] and tree-based [8–16]. However, in a dynamic envi-
ronment where source nodes change with the situation, the benefit
from structured data gathering may not compensate for the
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Fig. 2. Performace of data aggregation (a) static scenario, (b) dynamic scenario.
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construction and maintenance overhead. The two examples in
Fig. 1 show the poor performance of cluster-based and tree-based
architectures in event-based applications. While the nodes detect-
ing the same event have the chance to spatially converge at the
same point close to the event, their reports take partially (even
completely) different routes to the sink, so this wastes the energy
resources. Moreover, in many applications, several types of data
are considered. Looking at Fig. 2, the static routes are not optimal
in terms of conserving energy while a dynamic scheme can reduce
the average number of transmissions by converging the same-type
packets as much as possible along the way to the sink node. This
improves the degree of aggregation. Furthermore, in real-time
applications, it is necessary to dynamically route and schedule
the delay-constrained packets to adapt to various environment
changes. To achieve full benefits, the structure-free approaches
perform dynamic data aggregation using local information, so they
do not spend extra energy to build a structure [17,4].

In this paper, we propose an efficient structure-free algorithm
supported by a real-time routing, RAG, for energy saving through
data aggregation. Our protocol uses two mechanisms for temporal
and spatial convergence of packets as follows:

� A Judiciously Waiting policy taking advantage of the available
slack for efficient aggregation by delaying packets on their
way to the sink as long as their deadlines are not missed.
� A Real-time Data-aware Anycasting policy at the MAC layer

making the routing decisions on the fly for efficient aggregation
of data as there is no pre-constructed structure.

The rest of the paper is organized as follows. Section 2 summa-
rizes the related works. Section 3 explains the proposed scheme
(a)

(b)

Fig. 1. Poor performance of structure-based data aggregation in event-based
applications (a) cluster, (b) tree.
and presents its specifications. Simulation results are presented
and discussed in Section 4. Finally, Section 5 concludes our
work and discusses some future directions.
2. Related work

2.1. Real-time routing

Several routing algorithms have been developed with the aim of
providing timeliness in WSNs [18–24]. Here, we briefly review
some of the previous works in the field. SPEED [20] implements
the end-to-end transmission delay control. It finds out the neigh-
bors’ information using a beaconing mechanism and chooses the
next hop based on transmission velocity and local geographical
information. Moreover, it utilizes a back pressure rerouting mech-
anism to avoid routing traps. MMSPEED [19], an extended version
of SPEED, can provide different deadlines and packet reliabilities.
Moreover, R2TP [21] is a real-time routing protocol, which utilizes
multipath forwarding in such a distributed way to accomplish reli-
able transmission in WSNs. However, MMSPEED and R2TP are sim-
ilar to SPEED in that they do not consider energy expenditure in
data forwarding. This issue results in quick energy exhausting of
some nodes and makes the real-time characteristic and the net-
work lifetime worse and worse. RAP [23] prioritizes real-time traf-
fic using velocity monotonic scheduling through a differentiated
MAC layer. ARP [24] considers not only the real-time requirement
but also the energy index synthetically. It computes the required
transmission velocity of data packets in each hop and chooses
the next node according to both transmission velocity and residual
node energy. RPAR [18] tries to optimize power consumption by
regulating the transmission power in real-time applications. This
approach is, however, affected by anomalous behavior in heavy
traffic conditions, which tends to favor network congestion. Hence,
RPAR increases the transmission power that worsens the situation.
In THVR [22], routing decisions are made based on two-hop neigh-
borhood velocity integrated with the residual energy awareness
mechanism. However, it might lead to high computing complexity
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and heavy message exchange overhead to enhance the service
quality of real-time packet delivery in WSNs.

2.2. Data aggregation

Data aggregation, by reducing the number of transmissions, is
an effective approach to save energy. Temporal and spatial conver-
gence during transmission are two necessary conditions for aggre-
gation [4,5]. To achieve a high aggregation ratio, one category
focuses on efficient timing control and the other focuses on estab-
lishing a proper routing scheme. However, in data aggregation pro-
tocols, most of the present schemes rely on the static structures,
such as cluster-based or tree-based.

In the cluster-based approach sensor nodes are organized into
clusters. There is a cluster head in each cluster which is responsible
for aggregating data from all the sensors in the cluster and trans-
mitting the concise digest to the sink node. LEACH [6] and HEED
[7] are two typical examples.

Tree-based data aggregation protocols organize sensor nodes
into a tree where data aggregation is performed at intermediate
nodes along the way to the sink node. One of the main aspects
of tree-based networks is the construction of an energy efficient
data aggregation tree, such as Steiner Minimum Tree (SMT) for
multicast algorithms which can be used in designing data aggrega-
tion protocols [9,14]. In EADAT [10], sensors with higher residual
power have more chance to become a non-leaf tree node and thus
extend the network lifetime in terms of the number of live nodes.
The Power-Efficient Data gathering and Aggregation Protocol
(PEDAP) [16] computes a minimum spanning tree over a WSN
with transmission overhead as the link cost to minimize the total
energy expended in each communication round. In cascading
timeout [15], nodes schedule their timeout based on their own
positions in the aggregation tree. This mechanism allocates a smal-
ler waiting time for nodes farthest from the sink. A parent node’s
timeout happens after its children’s timeout thus enabling a node
to collect information from all its children. In [8], the authors
introduce a dynamic aggregation time assignment for tree struc-
ture based on the number of children nodes of the root node.
The complicated updating process of aggregation time causes the
scheme to be very sensitive to little changes in the number of child
nodes when the timeout happens. Literature [11] proposes a tree-
based data aggregation method in real-time sensor networks. It
constructs an energy efficient data aggregation tree with theoret-
ically bounded energy cost under the latency constraint for data
gathering. The data aggregation tree is constructed through the
power level adjusting of sensor nodes in centralized methods.
The scheme [12] proposes a heuristic algorithm for constructing
data aggregation trees that minimize total energy cost under the
latency bound. It develops an analytic model for IEEE Standard
802.15.4 CSMA-CA to compute the worst case delay for a sensor
node in the unit of the number of time slots based on the parent
node degree and the required success transmission probability.
In Adaptive Time Control (ATC) [13] the locations of the nodes
and the number of children in the data aggregation tree determine
the aggregation timeout for a node. Thus, by ensuring sufficient
time to process data from the children, it maximizes the opportu-
nity for data aggregation.

Such structured mechanisms perform well in a stable environ-
ment when nodes function properly all the time. However, in prac-
tical environments where nodes may fail unexpectedly and also, in
event-based applications, the benefit from structured gathering
may not compensate for the construction and maintenance over-
head. On the contrary, the structure-free approaches do not spend
extra energy to build any structure. Instead, they achieve data
aggregation using local information. By identifying the limitations
of the static routing schemes for the data aggregation, the scheme
[25] proposes Dynamic Convoy Tree-based Collaboration (DCTC) to
optimize the tree reconfiguration schemes in event-based applica-
tions. However, DCTC involves heavy message exchanges. Data-
Aware Anycast (DAA) [4] is the first proposed structureless data
aggregation protocol that can achieve high aggregation without
incurring the overhead of structure approaches. DAA uses anycast
to forward packets to one-hop neighbors that have packets for
aggregation and also uses Randomized Waiting (RW) at the source
nodes for each packet to introduce artificial delays and increase
temporal convergence. In [26] a semistructured approach utilizes
DAA in a dynamic forwarding algorithm to support network scala-
bility on an implicitly constructed structure composed of multiple
shortest path trees. In SFEB [17], Structure-Free and Energy-Bal-
anced data aggregation protocol, the two-phase aggregation and
dynamic aggregator selection enable both efficient data gathering
and balanced energy consumption. In Phase One, using the concept
of ‘‘gather before transmit’’, some data collecting nodes are se-
lected first to gather their neighbors’ sensing data as many packets
as possible. Then, these aggregators send the collected packets
back to the sink at Phase Two. The scheme [5] designs an effective
Data Aggregation mechanism Supported by Dynamic Routing
(DASDR) which can adapt itself to different scenarios without
incurring much overhead. Enlightened by the concept of potential
field in the discipline of physics, the dynamic routing in DASDR is
designed based on two potential fields: the depth potential field
which guarantees that packets will reach the sink at last and the
queue potential field which makes packets more spatially conver-
gent. Cooperating with a timing scheme similar as that in [15], this
dynamic routing scheme can efficiently aggregate data.
3. RAG

In this section, we introduce the network model, our structure-
free Real-time data AGgregation protocol (RAG), and energy con-
sumption model, respectively.

3.1. Network model

Sensor nodes are distributed randomly into the two dimen-
sional area in a static WSN and there exists one sink node that col-
lects information from the sensors. Each node learns its own
location and the geographic positions of the sink. The sink has no
resource limitation and the sensors are battery-operated with lim-
ited energy and the same physical capabilities. Once their energy
exhausts, the sensors cannot work anymore. Moreover, the source
nodes may transmit different types of packets and the intermedi-
ate nodes are responsible for performing in-network aggregation
of same-type packets. The nodes which are not adjacent conduct
data communication through hop-by-hop.

3.2. Protocol overview and properties

RAG is a distributed algorithm that provides a structure-free
transmission environment based on an aggregation-aware real-
time routing. However, temporal convergence and spatial conver-
gence are two necessary conditions for efficient data aggregation.
Therefore, packets should meet at the same time at the same node
while being transmitted to the sink. To achieve these objectives,
our proposed protocol provides a two-fold contribution: (1) Judi-
ciously Waiting policy and (2) Real-time Data-aware Anycasting
policy. We describe them below.

3.2.1. Judiciously Waiting policy
As we mentioned before, there is a trade-off between energy

and delay because aggregation requires that some data be delayed
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at intermediate nodes, while waiting for more data packets to be
received. Hence, a key issue in the context of real-time monitoring
is the calculation of waiting timeout for each forwarding packet in
such a way that it can be delivered to the sink within the stipulated
time bound.

Aggregation scheduling is mostly classified into three different
categories in structure-based approaches as presented below [15]:

� Simple periodic: in this method each node sends out the aggre-
gated packet to the next hop in a pre-defined period of time.
� Periodic per-hop: in this scheme each node performs aggrega-

tion as soon as it hears from all its children and then sends
out one single packet.
� Periodic per-hop adjusted: this method is the same as the peri-

odic per-hop policy, but in each node, holding time is calculated
based on the position of the node in the tree structure.

However, in structure-free approaches, exploiting an unalter-
able timeout policy such as the periodic scheme is not applicable.
Particularly, this problem is highlighted even more in data aggre-
gation applications with limited data packet delivery time because
passing the packet through different paths can result in the recep-
tion of packets with different deadlines, thus requiring different
timing policy. Therefore, the main question is how long a packet
could be delayed in the intermediate nodes so that the aggregation
gain and on-time end-to-end delivery ratio will be maximized.

Here, we propose Judiciously Waiting policy for each
packet along the way to the sink node to introduce artificial delays
and increase temporal convergence for effective aggregation while
meeting the time constraint of the data.

In real-time applications, packet’s TTD (Time-To-Deadline) is
used to indicate how much time it remains for the packet before
its deadline and has an important role in making routing decisions.
We allocate the available packet’s slack time, i.e., TTD–EED, pro-
portionately to the remaining hop count to the sink node along
the forwarding path to judiciously hold packets in the intermediate
nodes while surmounting real-time constraints. The estimated
End-to-End Delay (EED) is the time that takes to deliver the packet
from current forwarding node to the sink node. To estimate EED,
we measure EHD, Estimated one-Hop Delay, including channel
contentions, packet transmissions, and queuing delay by employ-
ing a time-stamping mechanism. Besides, the overall effectiveness
of aggregation is dependent on when and where it actually occurs.
Based on [27], aggregating data close to the source nodes is the
most efficient communication for perfect aggregation functions.
Therefore, in our algorithm, the waiting timeout WT for a packet
at an intermediate node Rh hops away from the sink is calculated
as follows:

WT ¼ TTD—EED

1þ Rh�1
Rh

� � � a ¼ TTD� ðRh � EHDÞ
2� 1

Rh

� � � a ð1Þ

where a is a constant factor used to leave some remaining time as a
safety margin to ensure that the deadline would be met. Moreover,
the remaining hop count to the sink node is formally calculated by
Rh ¼ L

LNext
where L and LNext are the distance from the current node to

the sink and to the next hop forwarding node (see Section 3.2.2),
respectively. Based on (1), by decreasing the remaining hop count
a lower part of slack time is used for data aggregation as the packet
moves closer to the sink. Finally, the packet uses its entire remain-
ing deadline as a slack time in the current node if the next hop node
is the sink node (i.e., Rh = 1).

Our waiting time policy, by taking advantage of the available
slack if any, not only improves aggregation efficiency by judi-
ciously delaying packets in intermediate nodes but also tolerates
transient periods of high contentions without requiring any syn-
chronization among sensor nodes.

3.2.2. Real-time Data-aware Anycasting policy
In this section, we present RDA, a Real-time dynamic routing

supported by a Data-aware Anycasting policy for efficient data
aggregation in WSNs. Considering the fact that all intermediate
nodes delay the received packets to aggregate more data, it is
important for a node to know, at now, which next hop neighbor
nodes can achieve better aggregation performance while sur-
mounting real-time necessity. On the other hand, to determine
the next hop, we must satisfy real-time and data aggregation
requirements. Hence, two questions are posed. First, what is the
real-time policy to implement data aggregation for delay-con-
straint packets. Second, are there any nodes in the radio range of
the current node that have homogeneous elements, i.e., data of
the same type.

To make real-time decisions, before current node C forwards a
packet, it computes the required velocity based on the progress
made toward the sink node and the packet’s TTD, as follows:

Vreq ¼
dðC; SinkÞ

TTD
ð2Þ

where d(C,Sink) is the Euclidean distance between node C and the
sink node. It is important to note that the deadline is met if the re-
quired velocity is met at each hop [18]. Hence, the problem of meet-
ing end-to-end deadlines is mapped to the local problem of meeting
the required velocity at each hop. This policy considers the current
network conditions to adapt the packet’s required velocity. If a
packet is late in its way to the sink node, then its required velocity
increases so that it may catch up. Conversely, its required velocity
decreases if the packet is early.

Based on the velocity requirement and the information pro-
vided for the estimated delay EHD, node N in the neighbor set is
an eligible forwarding choice if it is closer to the destination and
the velocity it provides, Vrelay(C,N), is equal to or greater than the
packet’s required velocity Vreq [28]. Relay velocity is calculated by
dividing the advance in the distance to the next hop relay node
by the estimated delay to forward the packet to that node [20]:

VrelayðC;NÞ ¼
dðC; SinkÞ � dðN; SinkÞ

EHD
ð3Þ

where EHD, as we mentioned before, is the time it takes to forward
a packet from a current node to the next hop relay node.

Moreover, to achieve a high aggregation ratio, RDA makes a dy-
namic forwarding decision by providing the freedom for the MAC
layer to decide among a set of nodes (rather than a single next-
hop). Therefore, it can achieve efficient spatial convergence by
exploiting the information about the existence of same-type data
in neighbor nodes. Our dynamic routing scheme uses only the local
information of a node to make the routing decisions, therefore it is
simple and scalable.

Anycasting [4] increases aggregation efficiency by determining
the next-hop node for each transmission at the MAC layer. In any-
casting, CTS responses are elicited from neighbor nodes using RTS
packets before data transmission. Hence, the node which is the
most benefic for data aggregation obtains the highest priority
and sends CTS first. RTS contains the type and TTD of the transmit-
ting packet. However, considering that the application is delay-
constrained, a node in our routing scheme can respond with CTS
provided that it is an eligible forwarding choice. On the other hand,
from the nodes in the neighborhood, a node is eligible for CTS
transmission if the real-time requirement has been satisfied.

Next hop relay nodes are prioritized based on real-time policy
and aggregation efficiency. It potentially causes the receivers to
randomly delay the CTS transmission to avoid CTS collision.
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Choosing a shorter random delay before sending the CTS is a sign of
higher priority. Moreover, nodes will cancel their CTS transmission
if they overhear any CTS during the prioritized delay, so multiple
CTS transmissions can be prevented because of the interference be-
tween the neighbors of the sender.

Eligible forwarding nodes are assigned three classes of priorities
in responding to RTS as follows:

� Class A: The forwarder has some packets of the same type.
Moreover, the minimum TTD of the packets in the aggregation
queue is less than or equal to the TTD value as specified in
RTS, so it has no effect on timing control of probably many pack-
ets for efficient aggregation.
� Class B: The forwarder has some packets of the same type and

also, the minimum TTD of the packets is greater than the TTD
value as specified in RTS.
� Class C: The forwarder does not have any packets of the same

type. Here, we decide only based on the real-time routing policy
in the sequel to assign the priority.

To avoid a collision between these three classes of neighbors
three different slots are reserved in responder nodes for sending
CTS packets. This policy is implemented as the priority of Class A
is over Class B, and Class B is over Class C (Fig. 3). Moreover, to
avoid a collision between nodes in the same class, they select a
mini-slot for CTS transmission. As in [4], the main goal actually is
to stagger the starting time of CTS transmissions based on the pri-
orities using the slots and mini-slots. Note that the actual trans-
mission time of the CTS could be larger than the mini-slot or slot
time. However, considering the assumption of interference be-
tween neighbors, we expect only the first CTS transmission to suc-
ceed since the resulting interference will suppress the
transmissions of the others.

Among the forwarding nodes in the same class, A or B, a higher
priority (earlier mini-slot) is given to the node in which the mini-
mum TTD is closer to the TTD value as specified in RTS. Moreover,
node i with a higher fitness value, Fiti, has a higher priority than the
others in class C.

Fiti ¼ ðwÞ � 1� Vreq

VrelayðC; iÞ

� �� �
þ ð1�wÞ � ERemðiÞ

EInitðiÞ

� �
ð4Þ

where ERem(i) and EInit(i) are the residual and initial energy of eligi-
ble node i. Our algorithm uses factor (1 � w) to provide energy
awareness in real-time routing as packets get closer to the sink
Class A Class B Class C

Class B Eligible Neighbour

Class A Eligible Neighbour

Class A Eligible Neighbour

CTS slotMini-slot

Sender

Canceled CTS

Canceled CTS

Cancel CTS

RTS

CTS

Fig. 3. Anycast based RTS/CTS [4]. Nodes select different slots or mini-slots for CTS
transmission based on the priorities.
based on the bottleneck sphere theorem [29]. This bottleneck is
placed near the sink node location where all nodes have the highest
energy consumption. When all eligible nodes in the bottleneck
sphere fail due to the depletion of energy, the sensing data outside
this sphere will not reach the sink on time, which causes quality
failure. Hence, we select the weight w, formally as:

w ¼ TTD
TTDmax

ð5Þ

where TTDmax is the packet end-to-end deadline. As packets get clo-
ser to the sink, the value of (1 � w) increases, so the effect of resid-
ual node energy is more highlighted in routing decisions. Using this
factor enables the even balance of traffic between the eligible nodes
along the path to the sink node, and especially in the bottleneck
sphere.

At last, a node will be picked out of the eligible neighbor nodes
while its priority is the highest. However, if there is no eligible
node in the neighbor set, the back pressure rerouting mechanism
is aimed [20].

Using the RDA approach can result in aggregation as early as
possible on the routes to the sink. Moreover, RDA is tolerant to
interference and node failures due to the dynamic routing in inter-
mediate nodes; therefore, it is very robust even in unreliable
WSNs. However, in the RDA approach, packets may not be aggre-
gated if they are spatially separated, so we use the timing control
policy for temporal convergence (see Section 3.2.1) to improve
aggregation efficiency as the intermediate nodes delay the packets.
Thereupon, using the above approach, packets will converge to the
best aggregation points dynamically without explicit construction
and maintenance of an aggregation structure while considering
real-time necessity for efficient delay-constraint data forwarding.

3.3. Energy consumption model and aggregation policy

In this section, we evaluate the energy consumption ratio at
node i, Ei, while comparing both the case when the node simply re-
lays other nodes’ packets and/or generating its own traffic as a for-
warder, and the case when the node acts as an aggregator. In the
first case, simple forwarding, the energy cost at node i is computed
as follows:

Ei ¼ ðETX þ ERXÞ �
XNi

l¼1

kl þ ETX � ri þ Esense � ri ð6Þ

where kl is the packet reception rate at the forwarder node i im-
posed by each of the Ni one-hop neighbors. Esense is the energy de-
pleted for sensing and ri is the rate of data originally generated by
node i. Moreover, ETX and ERX are the packet transmission and recep-
tion energies, respectively. In the transmitting mode, energy is
spent in the electronic components, Eelec, as well as in the front-
end amplifier, Eamp, which supplies the power for the actual RF
transmission. In the receiving mode, energy is consumed entirely
by the transceiver electronics, Eelec.

However, packets could be effectively aggregated to reduce the
energy consumption by eliminating the inherent redundancy of
raw data. Hence, a FIFO (First In First Out) queue with a size of D
is employed to hold packets for aggregation [30]. D actually repre-
sents the maximum number of packets whose information can be
aggregated by node i into one packet. The packets wait at the
queue until the number of accumulated packets is equal to the
maximum aggregation limit D.

Moreover, according to Judiciously Waiting policy, different
TTDs of the incoming packets make their waiting time, WTi,j, differ-
ent where j is the packet position in the aggregation queue of node
i. If WTi,j for an incoming packet is less than the aggregation time-
out value, the aggregation timer changes to WTi,j. Hence, this value



Fig. 4. Average node energy consumption vs. data rate.
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is continuously readjusted to the minimum waiting time of the
incoming packets, min(WTi,j), if necessary, to meet their deadlines.
Thus, the number of the aggregated packets depends on how soon
the timer expires. Finally, the packets accumulated in the aggrega-
tion queue are flushed when the queue is full or the timer expires.
After expiration, the aggregated result has a TTD equal to the min-
imum TTD of the packets and then is sent to the next hop forward-
ing node. Thus, in the case when node i is an aggregator, the energy
consumption ratio can be written as follows:

Ei ¼ ðETX þ EaggÞ � Ri þ ERX �
XNi

l¼1

kl þ Esense � ri ð7Þ

where Eagg is the energy employed for data aggregation and Ri is the
forwarding rate of node i calculated via:

Ri ¼
1

min WTi;j ð1 6 j < DÞ8j; DPNi
l¼1

klþri

� � ð8Þ

where DPNi
l¼1

klþri

is the time it takes to meet aggregation limit D.

4. Performance evaluation

In this section, we evaluate the performance of our algorithm
via simulation in NS-2 [31]. The goal of the simulation is to show
that our proposed protocol, RAG, can outperform other important
real-time routing and dynamic data aggregation protocols using
two mechanisms for temporal and spatial convergence of delay-
constrained packets – Judiciously Waiting policy and Real-time
Data-aware Anycasting policy. The results are compared with
SPEED [20], the most well-known real-time routing protocol, to
show aggregation efficiency of RAG and also DAA + RW [4] and
DASDR [5], two recent dynamic protocols which use both spatial
and temporal convergence for efficient data aggregation, to show
the efficiency of RAG for real-time applications in WSNs. DAA + RW
uses Data-Aware Anycast for spatial data convergence and also
Randomized Waiting for aggregation scheduling. However, DASDR
designs a dynamic routing scheme based on the depth-queue po-
tential field which makes packets more spatially convergent while
cooperating with cascading timeout policy for temporal data
convergence.

The simulation parameters for our model are mentioned in Ta-
ble 1. To incorporate the anycasting capability, the RTS/CTS packet
formats of 802.11 MAC are modified. The RTS contains two extra
fields of packet type and TTD value and the CTS packet contains
an extra field of the address of the CTS sender. The communication
parameters are mostly chosen in reference to the Berkeley mote
specifications [32].

We ran the simulation with several parameters, including data
rate and aggregation limit, where 6 nodes randomly chosen from
the left side of the terrain, send periodic data to the sink placed
Table 1
Simulation parameters

Terrain 200 m � 200 m
Node number 100
Topology Grid
Initial node energy 0.6 J
Bandwidth 200 Kb/s
Radio range 40 m
Propagation model Two ray
Payload size 50 bytes
Eelec 50 nJ/bit
Esense 0.083 J/s
Eamp 10 pJ/bit/m2

Eagg 5 nJ/bit/signal
at the middle of the right side of the terrain. To create a dynamic
event-based environment, each source node assigns a random type
to its periodically generated data packet. We define 3 types of data
and only same-type packets could be aggregated in the intermedi-
ate nodes along the way to the sink node. The simulation ends as
soon as 5000 packets are received at the sink. Therefore, we add
a field to each aggregated packet to specify how many effective
pieces of information are contained in this packet. We derived dif-
ferent aggregation limits (4,8,1) from different values of aggrega-
tion ratio (0,0.5,1) in [4]. Moreover, we set a = 0.7, as in [28], and
increase the packet generation rate step by step from 1 to 100 pps
(packets/s) and then compare RAG with the existing protocols in
the terms of average energy consumption, miss ratio, end-to-end
delay, and aggregation gain where:

� Miss ratio, the most important metric in real-time systems, is
defined as the percentage of packets that do not meet their
end-to-end deadlines and hence be discarded during transmis-
sion to the sink node.
� End-to-end delay is defined as the duration from a packet

(event) being generated in the source till it is received by the
sink. Here, we derived this delay from reducing the TTD value
of the deadline as soon as a packet is received at the sink node.
� Aggregation gain is defined as the measure of reduction in the

communication traffic due to the aggregation. Thus, it is the
ratio of traffic reduction due to aggregation to the total traffic
without aggregation [8].

From Figs. 4 and 5 it can be seen that RAG outperforms SPEED in
terms of energy consumption and miss ratio, especially in high
data rates, where generated packets have the end-to-end deadline
of 400 ms. In SPEED no packet gets aggregated along the way to the
sink; thus, more packets are injected into the network. However,
RAG uses a Judiciously Waiting policy to take advantage of the
Fig. 5. Miss ratio vs. data rate.



Fig. 6. End-to-end delay vs. data rate.
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available slack for efficient aggregation, so it conserves energy by
eliminating the inherent redundancy of raw data. As the traffic in-
creases, miss ratio increases as well because more contention can
result in longer queueing delays and congestion in intermediate
nodes. A higher number of missed packets can lead to a higher
number of retransmissions as well as generated packets in the
source nodes, and finally, a higher energy consumption in heavy
traffic loads. Considering that there is no aggregation opportunity
in the low traffic, the energy consumption would decrease in our
algorithm as the data rate increases. However, it calls to increase
(a)

(b)

(c)

Fig. 7. Aggregation gain vs. data rate (a) D = 4, (b) D = 8, (c) D =1.
as the miss ratio increases in high data rates where heavy traffic
are congested. Moreover, by increasing the aggregation limit in
our protocol more number of same-type packets can be aggregated
into one packet, so the injected traffic, the miss ratio, and the en-
ergy consumption decrease. The fluctuation in the curves of our
proposed method is justifiable considering that RAG selects differ-
ent routes in different traffic loads for data forwarding in a real-
time aggregation-aware scheme, so there is a kind of randomness
in routing.

Moreover, Fig. 6 compares SPPED and RAG protocols in terms of
end-to-end delay in different traffic loads for an unlimited aggre-
gation queue. As it is evident, RAG has a higher end-to-end delay
than SPEED. Specifically, RAG takes advantage of the available slack
to improve real-time performance and delays packets at every hop
for a duration of time to efficiently aggregate data. Hence, in the
proposed method, the packets are delivered to the sink with the
maximum end-to-end delay while meeting the delay constraint.

Fig. 7 illustrates the aggregation ability of different dynamic
aggregation protocols. Actually, it depicts the efficiency of waiting
time policy in terms of aggregation gain for various aggregation
limits under different traffic loads when the end-to-end deadline
is 1 s. As expected, when the data rate increases, more packets
have the chance to meet each other, so the aggregation ability in-
creases. However, aggregation gain calls to be reduced after a
threshold value where heavy traffic is congested, so the packets
(a)

(b)

(c)

Fig. 8. Miss ratio vs. data rate (a) D = 4, (b) D = 8, (c) D =1.



(a)

(b)

(c)

Fig. 9. Average node energy consumption vs. data rate (a) D = 4, (b) D = 8, (c) D =1.

Fig. 10. End-to-end delay vs. data rate (D =1).
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do not have any considerable slack time to use for data aggrega-
tion. Moreover, our proposed algorithm outperforms DASDR and
DAA + RW in terms of aggregation gain (on average, by 27% and
15% in the unlimited aggregation queue scenario, respectively)
since in our method, each aggregator node has an accurate estima-
tion of delays along the ways to the sink node, hence it could col-
lect more data from its neighbors in a judicious manner. However,
in DAA + RW and DASDR the scheduling is based on random wait-
ing and cascading timeout policies which cannot appropriately de-
lay packets in intermediate nodes, thus they have less aggregation
gain. Moreover, DAA + RW routes the packets only based on queues
potential, so it gives a better aggregation gain compared to DASDR.

Fig. 8 shows the packet miss ratio for various aggregation limits
under different data rates. As it can be seen, by increasing the data
rate, the miss ratio increases as well for all different schemes. How-
ever, RAG outperforms the others by combining both real-time
routing and timing control for delay-constrained data aggregation.
Moreover, our scheme reduces the number of packets injected into
the network in intermediate nodes from sources to the sink by pro-
viding a higher data aggregation at the nodes closer to the source
nodes. Thus, RAG can handle the number of transmissions and
the network traffic more effectively as the data rate increases.
Actually, RAG, on average, gives an overall improvement of 64%
and 83% over DASDR and DAA + RW, respectively, in terms of miss
ratio in the unlimited aggregation queue scenario.
Moreover, as Fig. 9 shows, RAG has a higher energy efficiency
than DAA + RW and DASDR (on average, by 55% and 58% in the
unlimited aggregation queue scenario, respectively), especially in
the high traffic loads due to using an efficient real-time data aggre-
gation policy which decreases the miss ratio, and increases the
aggregation gain as well as the network lifetime.

Moreover, we evaluate the performance of RAG for achieving
temporal convergence. Fig. 10 shows average end-to-end delay of
protocols in different traffic loads for an unlimited aggregation
queue. As it is evident, RAG is taking advantage of available slacks
for efficient aggregation, so the packets are delivered to the sink
with the maximum end-to-end delay while meeting the delay
constraint.

Thus, considering the delay constraint, RAG uses a Judiciously
Waiting policy for temporal convergence and a Real-time Data-
aware Anycasting policy for spatial convergence to increase the
aggregation gain and energy efficiency and decrease the miss ratio
as much as possible.
5. Conclusion

Data aggregation is a promising technique to reduce energy
consumption and prevent congestion in WSNs. In this paper, we
considered the problem of real-time data aggregation in WSNs
and proposed a new method combining temporal and spatial con-
vergence of packets using Judiciously Waiting policy and Real-time
Data-aware Anycasting policy, respectively, without explicit main-
tenance of a structure. Results evaluated in simulation demon-
strated a significant performance improvement in terms of
energy consumption, miss ratio, and aggregation gain. The algo-
rithm could be modified to take into account some aspects that
have not been addressed in this work, which can be an interesting
subject of future research. For instance, studying an aggregation-
aware real-time routing protocol in mobile WSNs can be consid-
ered in future studies.
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